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ABSTRACT

The setting of teaching environment is the key factor of teaching emotion recognition, and its superiority directly determines the teaching and learning effect between teachers and students. During online education, the changes of students’ emotions are not paid attention to and addressed by teachers. Especially for young students, their self-study ability and self-discipline are poor, which further affects the learning. This paper proposes an improved convolutional neural network algorithm to create a decision tree model for managing students’ scores. The experimental results show that the improved convolutional neural network algorithm improves the construction speed of the decision tree and reduces the calculation and execution time of the algorithm. The improved algorithm proposed in this paper has a good classification effect. The model provides a reference for the expansion and application of emotion recognition big data in education and teaching, and a feasible practical model for personalized teaching in online schools.
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INTRODUCTION

Neural network algorithms will also modernize online education system, allowing learners to get extensive and timely information from multiple channels. The choice of teaching resources will be more diversified and targeted, and learning will be more active and personalized. In addition, the neural network algorithm enables teacher administrators to collect information at low cost comprehensively, compare resources, analyze learners’ interests and preferences in real- time, and carry out efficient and targeted online teaching activities (Wagner et al., 2016). The global novel coronavirus epidemic in 2020 makes online education unprecedented prosperity. Students, parents, and teachers from all universities and primary and secondary schools have all invested in online education, recognizing its convenience and irreplaceable nature. Online education makes use of the convenient environment of...
the Internet to enable learners to acquire knowledge anytime and anywhere in a new way, breaking the restrictions of fixed teaching places and fixed teaching time in the traditional teaching process, allowing learners to freely arrange their learning time, flexibly choose learning places, and promoting the development of lifelong learning. Designing and developing emotion recognition in online education and teaching in the big data environment has many practical significances.

Emotional recognition of online physical education is an effective way to stimulate students’ interest, motivation, and behavior in physical education and improve teaching effect. Through neural network algorithms to classify massive data, we cannot only obtain the most suitable learning materials for learners, but also get the method of how to learn. Formulate the most appropriate learning plan for efficient learning according to learners’ preferences, habits, and rules (Taylor et al., 2017). For many learners, neural network algorithms can also analyze different learning needs according to their needs. After the introduction of mobile technology, the online communication platform of the system can promote customized learning resources and learning methods to learners through the push service of mobile intelligent platforms (Wu & Patel, 2016). The research on grade analysis and evaluation of online classroom systems based on the decisions tree algorithm is based on other libraries’ grade bank and student evaluation information (Sosik & Godshalk, 2000).

Emotion is a reaction to certain psychological activities caused by external stimuli, which can affect and adjust cognitive activities such as representation, attention, perception, thinking, memory, and language. The data shows that emotional care is important in improving learners’ learning interest and efficiency. To improve the limitations of online education, learning emotion has become a very important breakthrough. In recent years, many scholars have proposed compensation methods for emotional loss. After years of research by scholars, learners’ expression recognition in online education provides important feedback for learning emotion analysis. In the research of affective computing technology, learners’ emotional information mainly includes voice, facial expressions, physiological signals (such as the speed of heartbeat, sweat, temperature changes, and blood pressure), and posture. Information and communication technology has changed the environment and conditions of college teaching emotion recognition to a great extent. However, from traditional teaching to online teaching and then to mixed learning, teachers need to understand the concept of teaching emotion and then consciously apply and implement it (Cummings et al., 2016). The current university teaching reform provides new ideas and methods, a concept the international education community puts forward after in-depth reflection on the practice of “E-Learning” represented by the United States (Bodyanskiy et al., 2016). There are several advantages of Hybrid Teaching. First, the face-to-face teaching method can alleviate the loneliness and sense of identity that students may encounter in online learning, strengthening the relationship between teachers and students. Second, the use of online teaching methods reduces classroom teaching time, enables students to access more resources they need, and provides greater flexibility (Butz et al., 2003). The traditional classroom model has a fixed time and place, while the mixed classroom can learn anytime, anywhere. In class, 70% of the time is spent on online learning, completing the homework arranged by the teacher on the course platform, and the teacher can also teach the problems that are not understood. Due to the flexibility of learning time, students can improve their autonomous learning ability.

Many existing online learning platforms try to meet the current educational needs and narrow the gap between traditional educational technology and future education. However, the e-learning system developed to achieve this online education goal has lost many functions of education itself, such as personalized education function and tracking learners’ emotional feedback function. From previous online teaching activities, we found that online education is a one-way learning process, and there is almost no direct communication between teachers and learners. This one-way learning process leads to the separation of teaching and learning activities and the loss of communication between teachers and learners. Learners will show different expressions to different teaching contents in the teaching process. When learners can accept and clarify the learning content and are interested in it, they will show happy or excited expressions, showing high emotions.
On the contrary, when learners struggle to understand the learning content or do not conform to their interests, they will frown, look bland and dull, and show a low mood. This struggle shows the importance of facial expressions, as they provide essential teaching feedback data for the education platform and educators. The existing online education system is usually centered on the system, which can provide different learning materials and tasks for other students who lack autonomy. Data mining technology can undoubtedly find some potential and valuable rules in the massive data of online education systems, which effectively supports intelligent and personalized online learning (Raza et al., 2016). In this paper, we consider the shortcomings of the existing online learning systems and use the decision tree convolution neural network algorithm to classify learners according to test scores to achieve intelligent learning guidance (Santamaria-Granados et al., 2018). This paper uses a decision tree algorithm to construct a decision tree and form a performance evaluation model. After creating rules, we can analyze and predict the situation of classes according to the attribute information of classes (Ma, 2021). The purpose is to determine the factors that affect students’ achievements and relationships, keep students in a good learning state, and provide decision-making support information for academic departments to promote and improve education quality. However, due to some defects in the convolution neural network algorithm, it has been improved based on the original algorithm, and the efficiency and classification accuracy of the improved algorithm has been substantially improved (Na, 2020). Data is vital to big data analysis of convolutional neural network algorithms. In building an online learning system, it is necessary to ensure the comprehensiveness and efficiency of data sources and realize the effective integration of data sources (Dou et al., 2018). Some data in the production system have problems such as nonstandard, incomplete, inaccurate, and inconsistent data, and the collection process does not clean these problems, or the program code for cleaning is incorrect. The data input specifications are not uniform. Different business departments, times, and even when dealing with the same business, the data input specifications differ, resulting in data conflicts or contradictions.

To design the diagnosis algorithm, the first step is to initialize the rule engine; Rule engine has two reasoning methods, the forward chain method and reverse chain method, which correspond to two human ways of thinking: deduction and induction. The core algorithm is the Rete algorithm (Qu, 2021). The rete algorithm is currently effective in a production system. At the same time, it is the only decision-support algorithm, and its efficiency is independent of the number of rules executed. Therefore, it is more suitable for the external language library built in this paper. Drools is an open-source project based on this principle, which uses Java language to implement the inference process of the rules engine (Zheng et al., 2019).

The innovation of this paper is that in the traditional classroom dominated by lectures, teachers’ own knowledge structure has been consolidated, and the access to data has also been limited, making it a closed classroom. Similarly, students acquire very limited knowledge in closed classes (Liu, 2017). Neural network algorithm can carry out statistical analysis of massive data through the Internet and build an open classroom, providing learners with massive data resources for use and personalized services. This paper breaks the framework of traditional online education emotion recognition methods, combines neural network algorithm with online education system technology, combines the characteristics of online education resources, learners’ characteristics, and behavioral preferences, integrates specific education situations, and forms a closed-loop big data construction environment (Li et al., 2018). The model provides a reference for expanding and applying big data in emotional recognition in education and teaching and a feasible practical model for personalized teaching in online schools.

The rest of the article is structured as follows. First, we introduce the methods and purposes used in the introduction. Second, we outline the development and related research of the decision tree algorithms, and summarize the development work before proposing the traditional decision tree algorithm. The improved convolution neural network algorithm is then analyzed and compared. We then provide the improved convolutional neural network algorithm and the traditional convolutional
neural network algorithm before we compare and analyze them. Finally, we provide an overview and summary of this work.

MATERIALS AND METHODS

With recent technological development and societal progress, China’s economy has developed rapidly and made remarkable leaps. As the saying goes, the economic base determines the superstructure, so innovation and improving education are the top priorities in China. We must carry out relevant innovations according to the current situation of relevant education in China, improve the quality of physical education classroom teaching, and help improve the physical quality of young people across the country. Innovation is the only way to carry out related reforms.

Adaptive learning is a systematic study based on computer technology. Of course, it has a series of intuitive and straightforward questions to answer. Mieke Vandewaeterere and Geraldine Clarebout define a four-dimensional view (Vandewaetere et al., 2011), namely: What are the changes in the learning process? Why change learning? When did this change happen? How can we make this change in learning (Coşkun et al., 2017)? These four questions are the four dimensions of adaptive learning, the adaptive object, source, time or situation, and method. The answer is different for the learning elements in the learning paradigm. Therefore, in the teaching system, the application of adaptive learning involves the following four aspects: First, the adaptive object, the object of adaptive teaching, can be adjusted to include three aspects. The point is what can be adjusted in the system. The first is to change the content or title, for example, by differentiating the task or difficulty level of the project. The second is to change the learning content’s representation form and path selection, such as hiding or highlighting links (Issa et al., 2020). Then comes the adjustment of teaching levels and available support through indirect guidance, followed by sources of adaptation – learning parameters, learner characteristics, and learning outcomes (Rashid, 2016). More importantly, the time of adaptation, which is the time or context of adaptive learning, when and where adaptation occurs. The last is the adaptation method, which distinguishes between learner-controlled adaptation, system-controlled adaptation, and a combination of the two (Abdullah & Abdulazeez, 2021). System control has many adaptations that are already ubiquitous, while learner control adaptation emphasizes that the learner has complete control over the learning environment and content (Wang et al., 2019). Both adaptive methods have advantages and disadvantages. Shared-control adaptation has been proposed, i.e., selecting a suitable set of learning materials or tasks and considering the learner’s characteristics to adapt (Li et al., 2021). The learner is then free to choose materials and tasks.

The Convolutional neural network algorithm has always had drawbacks (Santamaria-Granados et al., 2018). These drawbacks mean that when selecting eigenvalues, it is biased towards problems with more attributes, so the selected features may not be the best choice. Since our problem is related to the selected sample data, there is no control over the sample data, and some data has a certain amount of noise or is sporadic.

RESULTS AND DISCUSSION

Summary of Innovation Education Concept

This paper combines a neural network algorithm with an online education system. Teaching emotion recognition is the extension of quality education. The two complement each other and are interrelated, which is conducive to the teaching concept of cultivating high-quality talents, which is different from the old classroom teaching methods. Teaching emotion recognition is no longer like the old teaching methods, no longer simply teaching students the content of books, but actively guiding students to think, which will help to improve students’ thinking ability and practical skills. Table 1 illustrates how high-quality talents play a decisive role (Kamencay et al., 2017).
Theoretical Basis of Improved Algorithms

The core of the convolutional neural network algorithm is to select the best splitting attribute by calculating the information gain. Taking the large attribute as the root node, branches are created according to the different values of the root node, and the same is true for partitioning subsets, which are set by recursively calling the Convolutional neural network algorithm of each subset. Branch nodes of the decision tree until the entire decision tree is generated. It can be seen from the basic principle of the convolutional neural network algorithm that the convolutional neural network algorithm uses the value of each attribute information to determine the division attributes of the data set and tends to favor attributes with more values. A schematic diagram of the decision tree process is shown in Figure 1.

Overcoming Bias in Attribute Selection

New attribute selection criteria can be found based on the basic principles of decision trees. The entropy value of the attribute is chosen as the comparison standard between nodes, as shown in (1).

\[
E(A) = \sum_{i} \frac{1}{(p + n) \ln 2} \left(-p_i \ln \frac{p_i}{p_i + n_i}\right)
\]  

(1)

Because \((p + n) \ln 2\) is a constant in the training set, so we can assume that the function \(e(A)\) Satisfy formula (2)
\[ e(A) = \sum_i^V -p_i \ln \frac{p_i}{p_i + n_i} \]  \hspace{1cm} (2)

Substitute formula (1) into formula (2) to get formula (3)

\[ e(A) = \sum_i^V \left( p_i \frac{n_i}{p_i + n_i} + n_i \frac{p_i}{p_i + n_i} \right) \]  \hspace{1cm} (3)

The improved solution formula of the attribute information descendant is shown in (4).

\[ e(A) = \left( \sum_i^V \frac{2p_in_i}{p_i + n_i} \right)N \]  \hspace{1cm} (4)

Because \( e(A) \) it only contains addition, multiplication, and division operations, and the operation time is shorter than \( E(A) \) the computation time is shorter for multiple logarithmic terms.

**EXPERIMENTAL ANALYSIS**

**Improved Algorithm Verification**

The Convolutional neural network algorithm has always had its drawbacks. The drawbacks mean that when selecting eigenvalues, it is biased towards problems with more attributes, so the selected features may not be the best choice. Since this problem is related to the selected sample data, there is no control over the sample data, and some data has a certain amount of noise or is sporadic. A prediction model can be trained to correct the error between input and output variables to reduce noise impact. The feature information gain value is adjusted by removing the weight of prior knowledge when calculating the information gain to achieve the ability to correct some wrong branches. In this section, we choose the test score as the root node, adopt the improved convolution network algorithm, and select the internal nodes’ characteristics to conduct class management and teacher assignments. The convolution network algorithm flow is shown in Figure 2.

**Data Pre-Processing**

Data collection is an integral part of a decision tree system and is the first link in a decision tree. This paper adopts the dimensionality reduction method. In other words, it is a way to find really useful attributes among the attributes of the initial attributes and reduce the number of attributes, or attribute variables, to consider in a decision tree. This paper selects the attributes of subject types (A, B, C, or D) that are highly correlated with grades and selects test difficulty (high, medium, or low), test delivery time (normal or short), test scores (excellent, good, or poor) to create a base data table to categorize how good or bad the scores are. The training set of student test scores is shown in Table 2.

When \( t1=\text{A} \) Yes, \( p1=2, n1=2 \), Available: \[ e(t1) = \sum_{1}^{N} \frac{1}{(p + n) \ln 2} - p_1 \ln \frac{2p_1n_1}{p_1 + n_1} = 2.2 \]

When \( t2=\text{B} \) Yes, \( p2=1, n2=2 \), Available: \[ e(t2) = \sum_{2}^{N} \frac{1}{(p + n) \ln 2} - p_3 \ln \frac{2p_3n_3}{p_3 + n_3} = 1.666 \]
When $t_3=C$ Yes, $p_3=3$, $n_3=2$, Available: $e(t3) = \sum_{3}^{N} \frac{1}{(p + n)\ln 2} - p_3\ln\frac{2p_3n_3}{p_3 + n_3} = 2.512$

When $t_4=D$ when, $p_4=2$, $n_4=2$, Available: $e(t4) = \sum_{4}^{N} \frac{1}{(p + n)\ln 2} - p_4\ln\frac{2p_4n_4}{p_4 + n_4} = 1.387$

Table 2. Training set of student test scores

<table>
<thead>
<tr>
<th>Student ID</th>
<th>Course Type</th>
<th>Exam Difficulty</th>
<th>Turnover Time</th>
<th>Test Scores</th>
<th>Overall Review</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>C</td>
<td>middle</td>
<td>normal</td>
<td>excellent</td>
<td>YES</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>high</td>
<td>short</td>
<td>good</td>
<td>YES</td>
</tr>
<tr>
<td>3</td>
<td>A</td>
<td>Low</td>
<td>normal</td>
<td>Difference</td>
<td>YES</td>
</tr>
<tr>
<td>4</td>
<td>B</td>
<td>middle</td>
<td>normal</td>
<td>excellent</td>
<td>NO</td>
</tr>
<tr>
<td>5</td>
<td>B</td>
<td>Low</td>
<td>normal</td>
<td>Difference</td>
<td>YES</td>
</tr>
<tr>
<td>6</td>
<td>C</td>
<td>middle</td>
<td>normal</td>
<td>good</td>
<td>YES</td>
</tr>
<tr>
<td>7</td>
<td>D</td>
<td>high</td>
<td>normal</td>
<td>excellent</td>
<td>YES</td>
</tr>
<tr>
<td>8</td>
<td>B</td>
<td>middle</td>
<td>normal</td>
<td>excellent</td>
<td>NO</td>
</tr>
<tr>
<td>9</td>
<td>C</td>
<td>middle</td>
<td>normal</td>
<td>good</td>
<td>YES</td>
</tr>
<tr>
<td>10</td>
<td>D</td>
<td>high</td>
<td>short</td>
<td>good</td>
<td>YES</td>
</tr>
</tbody>
</table>
Select the handover time as the test attribute, and the information entropy of the handover time can be obtained after the calculation is 15.2714. Select the test score as the test attribute, and the information entropy of the test score is 5.3287. Justify analyzing the information on test scores that is most helpful for classification.

**Classification Performance Analysis**

This section uses the existing Convolutional neural network algorithm and the improved Convolutional neural network algorithm for testing, and four data sets are compared. Furthermore, the above experimental data analysis compares and analyzes the differences between the Convolutional neural network algorithm and the improved Convolutional neural network algorithm in the above four aspects. Dset1: There are 874 instances in total, five condition attributes and one category attribute, one condition attribute is continuous, and the category attribute has three different values.

Dset2: There are 968 instances, six condition attributes, and one category attribute. 1 condition attribute is continuous, and the category attribute has 3 different values.

Dset3: There are 1282 instances, 7 conditional attributes and one category attribute, 1 conditional attribute is a continuous attribute, and the category attribute has 3 different values.

Dset4: There are 1548 instances in total, 24 conditional attributes, and one category attribute, 3 conditional attributes are continuous attributes, and the category attribute has 3 different values. The comparison results are shown in Table 3 and Figure 3. shown.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Record Quantity</th>
<th>Leaf Node of CNN</th>
<th>Improve the Leaf Node of CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dset1</td>
<td>874</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td>Dset2</td>
<td>968</td>
<td>26</td>
<td>16</td>
</tr>
<tr>
<td>Dset3</td>
<td>1282</td>
<td>36</td>
<td>22</td>
</tr>
<tr>
<td>Dset4</td>
<td>1548</td>
<td>43</td>
<td>28</td>
</tr>
</tbody>
</table>

Table 3. Comparison of the number of nodes
It can be seen from the example in Figure 3 that the scale of the decision tree constructed by the improved algorithm is much smaller than that constructed by CNN. The larger the instance set and the more attribute sets, the more pronounced this advantage is. A comparison of the number of rules is shown in Table 4 and Figure 4.

It can be seen from Figure 4 that the number of decision tree rules composed of the improved algorithm is much smaller than the number of decision tree rules composed of CNN. The number of rules corresponds to the number of leaf nodes. The fewer leaf nodes, the fewer the number of rules. The larger the instance set, the more attribute sets, the more noticeable these advantages are. The accuracy comparison is shown in Table 5 and Figure 5.

Table 4. Comparison of numbers of rules

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Number of Records</th>
<th>Number of Rules for CNN</th>
<th>Improve the Number of Rules for CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dset1</td>
<td>874</td>
<td>55</td>
<td>44</td>
</tr>
<tr>
<td>Dset2</td>
<td>968</td>
<td>85</td>
<td>68</td>
</tr>
<tr>
<td>Dset3</td>
<td>1282</td>
<td>104</td>
<td>84</td>
</tr>
<tr>
<td>Dset4</td>
<td>1548</td>
<td>124</td>
<td>102</td>
</tr>
</tbody>
</table>

Figure 4. Comparison of number of rules

![Comparison of number of rules](image)

Table 5. Comparison of accuracy rates

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Number of Records</th>
<th>CNN Accuracy</th>
<th>Improve CNN Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dset1</td>
<td>874</td>
<td>67.7%</td>
<td>73.5%</td>
</tr>
<tr>
<td>Dset2</td>
<td>968</td>
<td>72.6%</td>
<td>75.7%</td>
</tr>
<tr>
<td>Dset3</td>
<td>1282</td>
<td>80.5%</td>
<td>84.3%</td>
</tr>
<tr>
<td>Dset4</td>
<td>1548</td>
<td>85.3%</td>
<td>88.5%</td>
</tr>
</tbody>
</table>
It can be seen from the figure that the improved Convolutional neural network algorithm is more accurate than the existing Convolutional neural network algorithm. Moreover, as the amount of data increases, the time difference increases linearly, and the comparison of the time to build the decision tree is shown in Table 6 and Figure 6.

It can be seen from the figure that the improved Convolutional neural network algorithm takes less time than the existing Convolutional neural network algorithm, which fully shows that the improved Convolutional neural network algorithm has greater efficiency and efficiency than the original Convolutional neural network algorithm in the decision tree construction process of larger data sets, giving a performance advantage.

CONCLUSION

With the rapid development of computer and Internet technology, teaching emotion recognition can be developed and promoted. Teaching emotion recognition emphasizes the combination of traditional learning and the Internet and improves teaching effectiveness. On the other hand, adaptive learning is a new education mode based on computer technology. The application of the improved convolution neural network algorithm in the adaptive online physical education teaching system in the big data environment is to comprehensively analyze and evaluate students according to the score database

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Number of Records</th>
<th>Average Time Spent by CNN (s)</th>
<th>Average Time (s) Taken to Improve CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dset1</td>
<td>874</td>
<td>153.9</td>
<td>124.7</td>
</tr>
<tr>
<td>Dset2</td>
<td>968</td>
<td>252.6</td>
<td>200.5</td>
</tr>
<tr>
<td>Dset3</td>
<td>1282</td>
<td>351.4</td>
<td>261.1</td>
</tr>
<tr>
<td>Dset4</td>
<td>1548</td>
<td>420.3</td>
<td>308.5</td>
</tr>
</tbody>
</table>
information and the student evaluation information of other databases. The decision tree algorithm builds a decision tree and forms a performance evaluation model. After creating rules, we can analyze and predict the class’s situation according to the class’s emotional recognition attribute information. The purpose is to determine the factors that affect students’ performance and relationship, so that students can maintain a good learning state and provide decision-support information and education quality for academic departments to promote and improve teaching. The designed learning model is applied to evaluating sports performance and compared with the manual test of physical education teachers. By testing individuals and the whole class, it is concluded that the difference between the test data and the actual data is within an acceptable range. This paper verifies the effectiveness of the proposed algorithm and shows that the adaptive learning model can provide new ideas for college students’ physical education learning.

We have not considered the mechanism of the emotional bond between teachers and students in the online physical education system. This rich area is the work of the future.
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