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ABSTRACT

In recent studies, graph convolutional neural networks (GCNs) have been used to solve different natural language processing (NLP) tasks. However, few researches apply graph convolutional networks to short text classification. Emoji prediction, as a complex sentiment analysis task, has received even less attention. In this work, the authors propose TGCN-Bert which combines pre-trained BERT temporal convolutional networks (TCNs) and graph convolutional networks for short text classification and emoji prediction. They initialize the nodes with the help of BERT and define the edges in text graph based on the term frequency-inverse document frequency (TF-IDF) and positive point-wise mutual information (PPMI). They employ the model for emoji prediction task, and a metric based on emoji clustering is developed to better measure the validity of emoji prediction results. To validate the performance of TGCN-Bert, they compare it with other GCN variants on short text classification datasets and emoji prediction datasets; experiments show that TGCN-Bert achieves better performance.
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1. INTRODUCTION

With the rapid development of machine learning, more and more projects are gradually focusing on everyday life. Machine learning has achieved a lot in fraud detection (Almomani, A., et al., 2022; Gaurav, A., et al., 2022), traffic management (Liu, R., et al., 2022; Jain, A., et al., 2022), and even big data (Stergiou, C., et al., 2021; Lv, L., et al., 2022; Xu, Z., et al., 2023; Barbosa, A., et al., 2022). In the field of natural language processing, Yen et al. (2021) identify social user status by analyzing post content and social behavior. Gu et al. (2022) utilize a contextual Word2Vec model to understand...
the words out of vocabulary in Weibo corpus. Sentiment analysis of social users’ speech can reveal users’ views on current hot events and control public emotions. Alowibdi et al. (2021) discovered that COVID-19 has propagated fear, anxiety, hope, and other emotions throughout the general population by examining the content of Twitter users’ messages. In order to identify conflicts in trending Twitter topics, Al-Ayyoub et al. (2018) suggest a hybrid strategy. This is done in order to examine the dynamics of online groups and the behavior of their interactions. The crucial factors that influence tourists’ pleasure were identified by Bai et al. (2023) by examining the comments posted by tourists. This discovery is extremely important for the study of consumer behavior. More and more social media data is distributed in unstructured forms (Singh, S. K., & Sachan, M. K., 2021), such as emoji, which can help sentiment analysis. As a kind of emotional symbols, emojis are frequently used with natural language, especially in social media posts such as Weibo (in China) and Twitter. There are thousands of icons that can express emotions. And there are many variants of emojis that have similar meaning but have different features such as skin tones and image amounts, etc. Still, this does not affect how well emojis combined with short text can express the emotions of users. Evans (2017) sees nonverbal cues as an expression of emotions. However, in traditional digital communication, these cues may get lost, which can lead to communication bias. Nevertheless, emojis fulfill this function. To some extent, emojis even reflect the real emotional polarity of the authors. It may lead to the opposite emotional polarity via text without emojis. According to Na’aman et al. (2017), emojis can serve as syntactic components in the text in the same way words do. But on the other side, emojis may also mislead humans. Each individual has a different perception of emotions containing emojis, which is known as cognitive bias (Miller, H., et al., 2017). Luckily, short text combined with emojis can express emotions that fit what most people perceive. The applications of emoji prediction are far-reaching. Social media platforms can analyze user opinions on hot topics through the sentiment of social posts, while commercial platforms can improve product quality and service experience based on user feedback. In addition, for intelligent question-answering (QA) models like ChatGPT, the abstract understanding and actual use of emoji can also improve the performance of the model on more tasks. Thus, prediction of emojis would be beneficial for achieving better language understanding (Barbieri, F., Ballesteros, M., & Saggion, H., 2017).

The emoji prediction task was originally proposed in (Kralj Novak, P., 2015). The task aims to find the most appropriate emoji according to a short piece of text. As everyone knows, it has become a trend that more and more natural language processing (NLP) task datasets contain emojis. In general, it would be helpful to pre-train models by predicting emojis to boost their performance on other NLP tasks. And the knowledge learned via emoji prediction tasks can be well transferred to solve other NLP tasks e.g., emotion prediction, sentiment analysis and sarcasm detection (Felbo, B., 2017). The fine-tuned models pretrained on emoji prediction datasets tend to perform better.

Essentially, emoji prediction is a more complex text classification task. In NLP field, many classic deep learning models, such as CNN (Kim, Y., 2014) and RNN (Hochreiter, S., & Schmidhuber, J., 1997), have been applied to short text classification tasks. However, the former is unable to process massive amounts of data in parallel and has pretty high computational complexity. Bai et al. (2018) argued that convolutional networks should be considered one of the main candidates when modeling sequence data, and they proposed temporal convolutional networks (TCNs), a model that has the advantages of CNN and RNN and is expected to replace RNN in some aspects. Graph neural networks (GNNs) (Cai, H., et al., 2018; Battaglia, P., 2018) have a powerful ability to process graph structure data and reach great achievement in many NLP fields (Liu, X., et al., 2018; Zayats, V., & Ostendorf, M., 2018). And GNN, especially graph convolutional network (GCN) applied to text classification (Kipf, T. N., & Welling, M., 2016) has attracted great attention. Yao et al. (2019) proposed TextGCN which has the capacity to build a single text graph of a corpus with the help of document word relations and word co-occurrence. Huang et al. (2019) built text-level graphs for each text instead of a single graph for the whole corpus, which significantly reduces the time overhead of
training GCNs. However, some GCN models perform worse than classic models on the short text datasets and sentiment analysis datasets.

In this paper, we propose a novel deep learning method for solving short text classification and take a fresh trial to apply GCN and TCN to the emoji prediction task. We design a neural network for parallelly encoding short text. From the perspective of GCN, the text graph can capture both document-to-word and global word-to-word relationships. From the view of the other component, TCN has flexible receptive field size and stable gradients and allows variable-length inputs. Specially, following BertGCN and RobertaGCN (Lin, Y., et al., 2020), inspired by the ideas of combining GCNs and pre-trained language models (PLMs) (Devlin, J., et al., 2018; Liu, Y., et al., 2019; Yang, Z., et al., 2019; Brown, T., et al., 2020), we build a global text graph according to corpus. Considering semantic information in node representation and sequence order, which TextGCN ignores. Then we utilize the pretrained vectors from BERT to obtain high-quality contextual information. A layer of cross-attention mechanism is applied to the feature vectors from GCN and TCN to achieve feature fusion.

The contribution of this work can be summarized as follows:

1. A novel neural network consisting of GCN and TCN is introduced for solving short text classification. To validate the effectiveness of the proposed method, several short text classification datasets are used to evaluate it. The experiments show that the proposed model achieves the state-of-the-art effect on almost all datasets.

2. Unlike most methods based on traditional deep learning neural networks, the proposed GCN-based model are first tried to be applied to the emoji prediction task.

3. Inspired by Ma et al. (2020), an emoji clustering method is designed. And evaluation rules are redefined, which makes emoji prediction results more reasonable.

2. RELATED WORK

In recent years, some studies have been proposed to solve the emoji prediction task. Initially, most models based on traditional machine learning methods were introduced to solve the emoji prediction task in SemEval Task 2 (Barbieri, F., et al., 2018). Specifically, Baziotis et al. (2018) used a Bi-LSTM with attention mechanisms and pretrained word2vec vectors. Considering the impact of additional information on the sentiment of the tweet, they also used external resources for associating each input text with information about emotions, familiarity, and concreteness. Felbo et al. (2017) built Deepmoji based on two stacked Bi-LSTM with skip connections and attention mechanisms for better understanding text at character-level granularity. Zhang et al. (2020) proposed utp-BiLSTM and made full use of other user tags such as time and location in tweets, supplemented by a multi-head attention mechanism to predict emojis. Based on Deepmoji, Barbieri et al. (2018) designed a label-wise attention Bi-LSTM whose attention mechanism modules focused on specific labels.

However, with the advent of pre-trained language models, fine-tuning has become a paradigm for solving NLP tasks. Ma et al. (2020) collected and produced broader emoji datasets with a greater number of labels. They fine-tuned BERT on self-collected emoji datasets, and the models performed well on all datasets. The excellent performance may be attributed to the text comprehension capacity of BERT. In the research (Gupta, A., et al., 2021), researchers employed BERT on emoji recommendations by using time and location parameters.

It is noted that GCN is proposed in (Kipf, T. N., & Welling, M., 2016) and achieves state-of-the-art classification results on a great number of graph datasets. It has become a trend to process natural language corpora into graph structure data and depend on GNNs to cope with NLP tasks such as text classification and sentiment analysis. TextGCN (Yao, L., Mao, C., & Luo, Y., 2019) builds a global text graph for the whole corpus and updates the nodes by using the full batches. In general, documents and sentences are regarded differently. Some researchers treat documents and sentences
as graphs consisting of word nodes, while others treat documents and sentences as nodes. And as the amount of data increases, the scale of the global text graph will also increase dramatically, which may lead to extremely high memory consumption. In order to alleviate the memory consumption when constructing the global graph, GNNs are used for inductive text classification experiments. Huang et al. (2019) designed a text-level GNN architecture that builds a text graph of each input sentence. In each input text, words in the text are connected by several words nearby in a specific sliding window. And the representation of word nodes and the edges between word pairs share the same weight globally. Considering the advantages of PLMs, works that combine GNNs and PLMs emerge gradually (Lu, Z., Du, P., & Nie, J., 2020; He, Q., Wang, H., & Zhang, Y., 2020; Lin, Y., et al., 2021). BertGCN (Lin, Y., et al., 2021) complements BERT’s textual semantic features by initializing and updating nodes with the help of pre-trained word embeddings.

Our work is inspired by the work of adapting GNNs and BERT into text classification (Ye, Z., et al., 2020; Lin, Y., et al., 2021) and the demands of new methods of evaluation in the emoji
prediction task (Ma W., et al., 2020). Different from these works, we adapt GNNs and PLMs to the emoji prediction task. And we propose a new evaluation metric for emoji prediction. Besides, a dual-channel neural network structure combining TCN and GCN is designed. Two neural networks have their own advantages and could complement each other from different perspectives.

3. METHOD

We follow the design ideas of BertGCN. The overview of TGCN-Bert is shown in Fig. 1. In the channel consisting of GCN, we initialize representations for document nodes using BERT. During the training process for GCN, these representations get updated. And we will obtain the dense vectors from the last hidden layer of GCN. In the other channel, the [CLS] token embeddings will be fed into the TCN module. And we can obtain the output vectors from TCN as well. Finally, the interdependence between the two feature vectors will be extracted by calculating the cross-attention score. And the output will be sent to a softmax layer for predictions. In this measure, the model is able to understand social texts from different perspectives.

3.1 Notations

The notations that will be used in the paper are listed as follows:

3.2 BERT Representations

In order to improve the model performance, we initialize the nodes by using BERT. We refer to the results of BERT in text classification and use them as part of the joint probability. BERT’s high-quality pre-trained word vectors can represent contextual semantics, and using these word vectors to initialize word nodes can enable the model to achieve better classification performance.

3.3 Text Graph Construction and Graph Convolution

Like TextGCN (Yao, L., Mao, C., & Luo, Y., 2019) and BertGCN (Lin, Y., et al., 2021), we take the same approach to building heterogeneous graphs containing document nodes and word nodes. Specifically, we employ the term frequency-inverse document frequency (TF-IDF) and positive pointwise mutual information (PPMI) to define edges between nodes. The former counts the times of appearance of words by term frequency and demonstrates the weight of words by inverse document frequency which is the logarithmically scaled inverse fraction of the number of documents that contain the words. The latter can measure the associations between words. The weight of the edge between node $i$ and node $j$ is defined as below:

$$A_{i,j} = \begin{cases} 
\text{TF-IDF}(i, j), & i \text{ is document, } j \text{ is word} \\
\text{PPMI}(i, j), & i, j \text{ are words and } i \neq j \\
1, & i = j \\
0, & \text{otherwise}
\end{cases}$$  
(1)

For the node feature matrix, we use the embeddings of [CLS] token to represent the document node embeddings $X_{doc}$. And the node feature matrix is initialized in (2), where $n$ is the number of nodes and $d$ is the dimensionality of the embeddings.

$$X = \begin{bmatrix} X_{doc} \\ 0 \end{bmatrix}_{n \times d}$$  
(2)
The matrix $X$ will be treated as input to the GCN module. And the node feature matrix of the $i$-th GCN layer $L^{(i)}$ is computed as:

<table>
<thead>
<tr>
<th>Notations</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF-IDF</td>
<td>A statistical method that calculates the importance of a word in a document by its frequency in different documents</td>
</tr>
<tr>
<td>PPMI</td>
<td>A statistical method used to measure the correlation between words</td>
</tr>
<tr>
<td>$A_{i,j}$</td>
<td>Matrix of weights between nodes</td>
</tr>
<tr>
<td>$X_{doc}$</td>
<td>Matrix of document embedding vectors for all document nodes</td>
</tr>
<tr>
<td>$X$</td>
<td>Matrix of node features</td>
</tr>
<tr>
<td>$L^{(i)}$</td>
<td>Mathematical representation of the $i$-th graph convolutional layer</td>
</tr>
<tr>
<td>$\tilde{A}$</td>
<td>Normalized symmetric adjacency matrix of $A$</td>
</tr>
<tr>
<td>$W$</td>
<td>A weight matrix of the layer</td>
</tr>
<tr>
<td>$\rho$</td>
<td>An activation function of the layer</td>
</tr>
<tr>
<td>$D$</td>
<td>Matrix of the degree of all nodes</td>
</tr>
<tr>
<td>$\tilde{D}$</td>
<td>Normalized symmetric adjacency matrix of $D$</td>
</tr>
<tr>
<td>$O_{GCN-Bert}$</td>
<td>Feature vector output of the GCN-Bert channel</td>
</tr>
<tr>
<td>$g$</td>
<td>An activation function of the output layer of GCN-Bert channel</td>
</tr>
<tr>
<td>$x_0,\ldots,x_T$</td>
<td>Text sequence as input to model</td>
</tr>
<tr>
<td>$y_0,\ldots,y_T$</td>
<td>Sequence of predictions output by the model</td>
</tr>
<tr>
<td>$x_0,\ldots,x_t$</td>
<td>Sequence of text inputs before time step $t$</td>
</tr>
<tr>
<td>$x_{t+1},\ldots,x_T$</td>
<td>Sequence of text inputs after time step $t$</td>
</tr>
<tr>
<td>$F(s)$</td>
<td>Output of the dilated convolution on input text sequence</td>
</tr>
<tr>
<td>$d$</td>
<td>Factor of dilated convolution</td>
</tr>
<tr>
<td>$k$</td>
<td>Size of convolutional filter</td>
</tr>
<tr>
<td>$O_{TCN-Bert}$</td>
<td>Feature vector output of the TCN-Bert channel</td>
</tr>
<tr>
<td>Cross(·,·)</td>
<td>Cross attention mechanism</td>
</tr>
<tr>
<td>$Z$</td>
<td>Model prediction probability</td>
</tr>
</tbody>
</table>
\[ L^{(i)} = \rho(\tilde{A}L^{(i-1)}W^{(i-1)}) \]  

(3)

Where \( \tilde{A} \) calculated in (4) is a normalized symmetric adjacency matrix of \( A \), which allows fast execution of sparse matrix operations and avoids gradient vanishing or gradient exploding. \( \rho \) is an activation function. And \( D \) represents the degree of the node \( i \), which is calculated in (5). And the outputs of the GCN-Bert channel can be defined in (6).

\[ \tilde{A} = D^{-\frac{1}{2}}(I + A)D^{-\frac{1}{2}} \]  

(4)

\[ D_i = \sum_j A_{ij} \]  

(5)

\[ O_{GCN-Bert} = g(X, A) \]  

(6)

### 3.4 Temporal Convolution

Like other sequence modeling tasks, TCN is given an input sequence \( x_0, \ldots, x_T \), and wishes to predict the corresponding output sequence \( y_0, \ldots, y_T \) at each time. However, different from other networks, the key constraint is that TCN is constrained to only use those observed inputs while predicting the output \( y_t \) at time \( t \). For the output \( y_t \), the causal constraint is that only \( x_0, \ldots, x_t \) but not any future inputs \( x_{t+1}, \ldots, x_T \) are used for prediction. And TCN is based upon two rules, one is that TCN produces an output of the same length as the input, and the other is that sequences from the future cannot be used. Based on what is mentioned above, TCN uses causal convolutions, where an output at time \( t \) is convolved with elements from time \( t \) and earlier in the previous layer.

In order to enable causal convolution to have a longer memory, dilated convolution is introduced to enable an exponentially large receptive field. The dilated convolution operation on elements of the sequence is defined in (7).

\[ F(s) = \sum_{i=0}^{k-1} f(i) \cdot x_{s-d+i} \]  

(7)

Where \( F \) stands for the operation, \( s \) is the elements of the sequence \( d \) is the dilation factor, \( k \) is the size of the filter, and \( s - d \cdot i \) accounts for the direction of the past. Additionally, a residual block (He, K., et al., 2016) is employed in TCN. The final output vector after using any activation function \( g \) is shown in (8).

\[ O_{TCN-Bert} = g(x + F(x)) \]  

(8)

### 3.5 Interpolating GCN, TCN, and BERT Predictions

After the parallel operation of both neural network channels, we obtain respective outputs from two channels. For the purpose of taking the respective advantages of GCN-Bert and TCN-Bert channels, feature vectors of output are fused in a fusing layer within cross-attention mechanism. Finally, the prediction labels can be obtained through final one dense layer with softmax activation. In addition, we find that adding an auxiliary classifier by feeding document embeddings to a dense layer also helps optimize the whole model and improve performance, which is expressed as (9).
\[ Z_{BERT} = \text{soft max}(WX) \] (9)

Specially, the final prediction is the interpolation of the prediction from TGCN-Bert and BERT, which is given by:

\[ Z = \text{soft max}(W \cdot \text{Conv}(\text{Cross}(o_{GCN-Bert}, o_{TCN-Bert}) + b) + Z_{BERT} \] (10)

4. EXPERIMENTS

4.1 Experimental Setup

We conduct validation experiments on five widely-used text classification benchmarks, respectively: 20NG, R8, R52, Movie Review(MR) and Ohsumed. We aim to validate the graph structure data processing capacity of TGCN-Bert and compare it with other GCN variants.

20NG collects newsgroup documents evenly divided into 20 different topics. R8 and R52 are both subsets of the Reuters 21578 datasets. MR dataset consists of short movie reviews for binary sentiment classification. And Ohsumed is extracted from MEDLINE database, which is designed for multi-label classification, however, texts with only one label are retained.

To apply our model to emoji predictions, emoji datasets from research (Barbieri, F., et al., 2017) are employed. In total, there are about 500,000 tweets in the dataset, which are divided into 20 labels, and each tweet is labeled with a single emoji tag in a distant supervision manner (Mintz, M., et al., 2009).

4.2 Validation Experiments

Since the proposed neural network structure contains GCN, TGCN-Bert also has the capacity to process graph structure data. In order to verify the effectiveness of TGCN-Bert in text classification tasks, we run experiments on five widely used text classification benchmarks. Several GCN models and pretrained models, which show excellent performance, are chosen to be baselines. Specifically, we compare our proposed model to TextGCN (Yao, L., Mao, C., & Luo, Y., 2019), text-level GCN (Huang, L., et al., 2019), BertGCN (Lin, Y., et al., 2021) and BERT. TextGCN builds the weights of the global text graph with TF-IDF and PMI for the whole corpus and updates the whole text graph in full batches. Text-level GCN builds a text graph for each input text and establishes a connection with nearby word nodes, which means that constructing text-level graphs can consume less GPU memory. The models above only take advantage of structural features but lose the semantic features of the text. BertGCN initializes the nodes by using the pre-trained word vectors from BERT, which helps the GCN module learn semantic feature expression when it aggregates features. And BertGAT, a variant of BertGCN, employs the graph attention mechanism in addition. And RoBERTaGCN and RoBERTaGAT are trained and initialized with RoBERTa.

To keep the same experiment setting as TextGCN and BertGCN, we employ the same method to process data. For the BERT classifier, we treat the output embeddings of [CLS] token from BERT\textsubscript{base} as the document embeddings that will be sent to a fully connected layer to obtain prediction labels.

Table 1 shows the test accuracy of GCN models and pretrained models. Even if GCN models are utilized with the ability to process graph data, some GCN variants cannot outperform BERT and RoBERTa thoroughly. For one reason, the model like text-level GCN builds a local graph for each input text instead of a global graph, which aims at operating inductive text classification and reducing memory consumption. And it can be predicted that the cost of reducing the size of the text graph is undoubtedly the loss of model accuracy. For another reason, PLMs store more prior knowledge about
natural language understanding (NLU) during the process of pretraining. And this will help improve the performance of the model.

Moreover, pre-trained language models like BERT and RoBERTa are better at dealing with short texts. There is little difference in the performance of all models on the R8 and R52 datasets, which indicates that for the short text news classification task, the current model method has been able to solve the task well after sufficient training. On 20NG and Ohsumed datasets, BertGCN and RoBERTaGCN are significantly better than BERT and RoBERTa, which is because the average text length of the two datasets is much longer than that of other datasets. This also proves that the high-quality text representation of the pre-trained language model can effectively improve the performance of the model after the introduction of the GCN model. From this perspective, combining GCN and pre-trained language models is a novel and practical idea for solving text classification tasks.

By comparing the performance of TGCN-Bert with BertGCN and RoBERTaGCN on each dataset, it can be found that the proposed model achieves the most advanced results on 20NG, R8, MR and Ohsumed datasets, and there is little difference in accuracy compared with other models on R8 and R52. This is because the accuracy of the comparison model on R8 and R52 data sets has exceeded 95%. News classification is based on objective facts, and the text features of this kind of data set are obvious. As a binary classification sentiment analysis dataset, MR has simple labels, and its content is short movie reviews of certain movies. GCN can be used to mine the association between movies and sentiment words so as to improve the effect of the model. On 20NG and Ohsumed datasets, BertGCN, RoBERTaGCN and the proposed model also perform quite well. The reason may be that there are many professional terms involved in the dataset, and GCN represents them as graph structure data, which is associated with the classification label, making it easier for the model to learn the relationship between some important words and labels. The TGCN-Bert and TGCN-RoBERTa models are better than other comparison models. This is because, compared with BertGCN and RoBERTaGCN, the TCN module allows the model to encode text vectors with flexible receptive fields, and the model effect will be further improved. For the choice of pre-trained language model, the use of BERT or RoBERTa is relevant for downstream tasks.

### 4.3 Emoji Clustering

Emoji prediction task aims to select the most appropriate emoji for a tweet. Essentially, the task is a multi-class text classification problem. Therefore, using metrics such as accuracy and F1 score to evaluate models seemed rational in previous research. However, due to the significant differences in emoji usage habits across different Twitter user groups, using traditional metrics is

<table>
<thead>
<tr>
<th>Model</th>
<th>20NG</th>
<th>R8</th>
<th>R52</th>
<th>MR</th>
<th>Ohsumed</th>
</tr>
</thead>
<tbody>
<tr>
<td>TextGCN</td>
<td>86.3</td>
<td>97.1</td>
<td>93.6</td>
<td>76.7</td>
<td>68.4</td>
</tr>
<tr>
<td>BERT</td>
<td>85.3</td>
<td>97.8</td>
<td>96.4</td>
<td>85.7</td>
<td>70.5</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>83.8</td>
<td>97.8</td>
<td>96.2</td>
<td>89.4</td>
<td>70.7</td>
</tr>
<tr>
<td>Text-level GCN</td>
<td>62.3</td>
<td>97.7</td>
<td>94.4</td>
<td>69.9</td>
<td>69.4</td>
</tr>
<tr>
<td>BertGCN</td>
<td>89.2</td>
<td>97.9</td>
<td>96.7</td>
<td>86.1</td>
<td>72.8</td>
</tr>
<tr>
<td>RoBERTaGCN</td>
<td>89.5</td>
<td>98.2</td>
<td>96.1</td>
<td>89.7</td>
<td>72.8</td>
</tr>
<tr>
<td>BertGAT</td>
<td>87.4</td>
<td>97.8</td>
<td>96.3</td>
<td>86.6</td>
<td>71.5</td>
</tr>
<tr>
<td>RoBERTaGAT</td>
<td>87.4</td>
<td>97.8</td>
<td>96.5</td>
<td>86.5</td>
<td>71.2</td>
</tr>
<tr>
<td>TGCN-Bert</td>
<td>90.5</td>
<td>98.6</td>
<td>96.7</td>
<td>88.9</td>
<td>73.2</td>
</tr>
<tr>
<td>TGCN-RoBERTa</td>
<td>90.8</td>
<td>98.5</td>
<td>96.6</td>
<td>90.3</td>
<td>73.5</td>
</tr>
</tbody>
</table>
not satisfactory and may even result in low accuracy. Emojis have spawned thousands of variants and we can find that some emojis with similar synonyms are often used almost interchangeably. Barbieri et al. (2018) take this into account and additionally use accuracy@5 and coverage error to evaluate emoji prediction models. The former calculates the accuracy of the five prediction labels with the highest probability including the true label. In other words, in a single text emoji prediction process, if the first five predictions predicted by the model contain the real label, then the prediction is fairly correct. The latter metric describes the relative distance at which the predicted label recovers from the real label. However, accuracy@5 is just a rough extension of the reasonable metrics of emoji predictions. In the top 5 predictions, if there are emojis with large sentiment differences, it indicates that the model has not really understood the semantics of emoji. However, the evaluation metric proposed in this paper is based on the emoji clustering results, which are grouped according to the correlation between emoji. Using this evaluation metric, we cannot only measure whether the model really understands the text sentiment, but also enhance the interpretability of the evaluation metric.

Considering the problems we encounter, we propose a new accuracy metric based on emoji clustering (Acc@C, which is an evaluation metric that calculates the accuracy of predicting the inclusion of a label in a cluster group). Since different emojis can be substituted for each other in many scenes, we cluster emojis from the perspective of image and statistics. We perform K-means clustering on emoji images with setting the initial number of clustering categories to 5. And we repeat the clustering operation several times to reduce the impact of randomness. Then, in order to obtain the appreciate clustering results, we increment the number of clusters and iterate the above clustering process. Nevertheless, the clustering effect based only on emoji images would not be satisfactory. Therefore, we fine-tune BERT with the same experiment setting and evaluation as (Barbieri, F., et al., 2018), which aims to obtain the correlation between different emojis with the help of the confusion matrix. Based on the correlation coefficient between emojis, weakly correlated or negatively correlated emojis are ensured not to be in the same cluster. For example, after emoji clustering based on images, camera images and the US flag are divided into one group, which does not make sense. But according to the correlation coefficient between them, camera emojis and flag emojis are divided into different groups. The normalized confusion matrix is produced by fine-tuned BERT, as is shown in Figure 2.

From Figure 2, it can be seen that the fine-tuned BERT classification results are generally reliable. In the heatmap, shades of color can indicate the predicted distribution. It is worth noting that the predicted classification of the two camera emojis is often confused with each other, which indicates that the two are semantically similar and can be substituted for each other in the tweet text. The same goes for lightly smiling and beaming face. This interesting phenomenon may reveal that these emojis have similar meanings and are strongly correlated in the usage habits of the Twitter user group. This phenomenon also occurs between red hearts and air kisses, which together show affection for someone or something.

In general, the proposed emoji clustering method is reasonable. Emojis contain love, emoticons and other specific images. We can find that the results of specific images are reasonable, and emojis in group lightly smile would express similar emotional content and can be used interchangeably in some context. Although a few emojis in the same group may have slightly larger emotional differences. For the purpose of avoiding the phenomenon that there are only one or two emoji(s) per cluster, we allow emojis to appear repeatedly in the clustering results. While the repetition is also a fact that we follow the results of image clustering. The emoji clustering results are shown in Figure 3.

4.4 Emoji Prediction Experiments

In our study, we choose the dataset published in SemEval Task 2 in English for the evaluation of our proposed model. There is a lot of noise in the training data, including #hashtags, @users, retweets, location and colloquial expressions. The noise may adversely affect model performance. To avoid
Figure 2. The heatmap of the normalized confusion matrix

Figure 3. Results of 20-emoji clustering based on images and statistics
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- Camera
- US flag
- Fire
- Christmas Tree
it, all the data was preprocessed. We removed @users, retweet tags(RT) and #hashtags. And the irregularly spelled location words were corrected. In order to evaluate the performance of emoji prediction systems, we use accuracy, accuracy@5 and accuracy@C as evaluation metrics. Table 2 shows the results of our model and the baselines in the emoji prediction task. Deepmoji uses a stacked BiLSTM network with an attention mechanism added. 2-BiLSTMα uses an attention mechanism based on emoji tags. utp-BiLSTM uses a multi-head attention mechanism, focusing on three parameters: user, time and location.

It can be found in the Table 2 that models using BERT generally perform better because the pretrained language model has learned general knowledge and has an advantage in sentiment analysis. TGCN-Bert performs best in terms of accuracy. Due to the operation of fusing features through TCN and GCN, the model can better extract the sentiment information in the text. And it is worth noting that BertGCN performs worse than BERT model, which may be caused by the fact that GCN is not good at aggregating text features containing complex emotions. Comparing BertGCN and TGCN-Bert, our proposed model has better performance on clustering-based evaluation metrics, which means the proposed model benefits more from fusing features via TCN and GCN channels. But their performances are not as good as BERT’s due to the gap between transformer models and GCN models in sentiment text understanding.

5. CONCLUSION AND FUTURE WORK

In this work, we novelty propose a two-channel neural network model that takes advantages from BERT, TCNs and GCNs. We efficiently train the GCN channel of TGCN-Bert by using locally stored node information from BERT embeddings and update them. We use TCN to replace BiLSTM or CNN as the encoding layer, and obtain semantic features by means of dilated convolution. In this way, it not only uses the semantic prior knowledge of BERT, but also fuses semantic features from GCN and TCN with different receptive fields. Compared with several mainstream GCN variants, our model achieves fair performance in the short text classification task. In addition, we design a new metric based on emoji clustering. This emoji clustering method not only utilizes the emoji graphics but also utilizes the statistical information based on the confusion matrix generated by BERT. Using this metric, we apply the model to emoji prediction and also achieve satisfactory results. However, TGCN-Bert uses the whole corpus to construct a global text graph and undergoes dual-channel convolutional coding, which incurs a large time overhead for initialization and training. And in this work, we use document statistics to build a global text graph, which might lead to sub-optimal performance. In addition, the newly proposed evaluation metric Acc@C refers to the confusion matrix generated after fine-tuning BERT to a certain extent. But due to the low accuracy of fine-tuning BERT on emoji prediction task, it is inevitable to have a negative impact on the clustering results. And the pre-processing of data will

<table>
<thead>
<tr>
<th>Model</th>
<th>Acc</th>
<th>Acc@5</th>
<th>Acc@C</th>
</tr>
</thead>
<tbody>
<tr>
<td>FastText</td>
<td>36.3</td>
<td>72.4</td>
<td>47.9</td>
</tr>
<tr>
<td>DeepMoji</td>
<td>38.3</td>
<td>74.7</td>
<td>48.8</td>
</tr>
<tr>
<td>2-BiLSTMα</td>
<td>39.4</td>
<td>75.8</td>
<td>49.3</td>
</tr>
<tr>
<td>Utp-BiLSTM</td>
<td>39.2</td>
<td>74.7</td>
<td>48.4</td>
</tr>
<tr>
<td>BERT</td>
<td>39.7</td>
<td>76.3</td>
<td>52.2</td>
</tr>
<tr>
<td>BertGCN</td>
<td>37.9</td>
<td>77.5</td>
<td>49.1</td>
</tr>
<tr>
<td>TGCN-Bert</td>
<td><strong>42.5</strong></td>
<td><strong>77.4</strong></td>
<td><strong>52.0</strong></td>
</tr>
</tbody>
</table>
also greatly affect the model effect, while our pre-processing may be slightly simple and rough. If an emoji prediction information system with high accuracy is proposed and the correlation of emoji is extracted according to the confusion matrix generated by the model, the reliability and rationality of the clustering results can be further guaranteed. This can also be achieved by using emoji knowledge graphs to mine the connections between emoji. We would leave these in future work.
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