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ABSTRACT

This article aims to optimize the supply chain financing model and address virtual economic risk 
control by effectively reducing associated risks. To achieve this objective, the backpropagation 
(BP) neural network model is designed and implemented, promoting the application of intelligent 
technology in supply chain financing and virtual economic risk control. Initially, a fundamental 
BP neural network model is developed and evaluated. Subsequently, an Adam-BP neural network 
model is proposed by optimizing the Adam optimizer, providing substantial technical support for 
enhancing the supply chain financing model and virtual economic risk control. The research results 
indicate significant performance improvement after applying Adam optimization to BP, with all 
indicators in the plant classification dataset surpassing 0.92 and those in the credit card fraud 
dataset increasing to above 0.9. Thus, the model presented here exhibits exceptional adaptability 
and offers effective technical support for optimizing the supply chain financing model and virtual 
economic risk control methods.
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RESEARCH BACKGRoUNd ANd MoTIVATIoNS

In the context of the dynamic global economy, the supply chain financing model has gained 
substantial attention and practical application within the business sphere (Tsai, 2023). This 
model intricately interconnects financial institutions with diverse supply chain segments, offering 
vital financial backing to suppliers and mitigating their funding challenges (Wang et al., 2020). 
Consequently, the supply chain financing model has evolved into an indispensable mechanism for 
alleviating the financial constraints faced by suppliers (Sahoo & Thakur, 2023). Nonetheless, the 
benefits of this model are accompanied by inherent virtual economic risks that warrant profound 
consideration (Wu et al., 2020). In this study, the authors endeavored to delve into optimizing the 
supply chain financing model while simultaneously addressing virtual economic and financial 
risks, with the aim of fostering sustainability and enhancing the resilience of the continuously 
evolving business landscape.
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The proliferation of virtual economic risks, encompassing challenges such as information 
asymmetry, credit risks, and transaction failures, has assumed a pivotal role in the intricate 
landscape of the supply chain financing model (Song et al., 2020). Given the intricate multistage and 
multiparticipant nature of this model, adept risk control becomes imperative (Qi et al., 2020). Any 
perturbation within specific segments of the supply chain has the potential to reverberate throughout, 
giving rise to financial vulnerabilities and economic losses (Zhang et al., 2020). In this research, 
the authors introduced an innovative approach employing backpropagation (BP) neural networks to 
amplify risk management and decision-making capabilities within the context of the supply chain 
financing model. BP neural networks, as artificial intelligence rooted in statistical learning theory, 
embody adaptability and nonlinear mapping prowess, rendering them well-suited for risk assessment 
and credit scoring applications (Queiroz et al., 2022). Through the development of BP neural network 
models, researchers can harness historical data and credit scores to prognosticate and govern risks 
inherent in the supply chain financing model (Su et al., 2020; Ye & Zhao, 2023). In this study, the 
authors aimed to furnish an efficacious solution for mitigating virtual economic risks and fortifying 
the stability and sustainability of the supply chain financing model. The researchers sought to attain 
precise risk prognostication and control through meticulous data aggregation, analysis, and the 
application of BP neural networks. Additionally, they aimed to address information dissemination 
and collaboration mechanisms across diverse stages and participants, thereby amplifying the overall 
efficiency and stability of the supply chain. The authors employed BP neural networks to effectively 
manage virtual economic risks inherent in supply chain financing models. By developing BP neural 
network models and utilizing historical data and credit scores, the authors were able to predict and 
control risks within the supply chain financing framework.

Thus, this research has two maincontributions: Firstly, it introduces a novel approach to adeptly 
control virtual economic risks within the supply chain financing model, addressing an existing 
research gap; secondly, it offers valuable guidance to business decision-makers and practitioners, 
facilitating better risk management and mitigation. This endeavor contributes to the sustainable 
evolution of the supply chain financing model, reduces economic losses, and enhances efficiency 
and stability. Furthermore, the proposed approach enhances overall stability and resilience in the 
supply chain financing ecosystem, fostering sustained business development and economic growth. 
The application of this method empowers participants to accurately predict and control risks, thereby 
increasing operational efficiency and stability. Ultimately, businesses gain more reliable financing 
support, fueling broader economic progress.

Research objectives
This research project comprises three fundamental aspects. Firstly, the authors analyzed and evaluated 
virtual economic risks within the supply chain financing model. The researchers identified and 
examined various risks, including information asymmetry, credit risk, and default risk, to understand 
their implications and potential hazards on the supply chain financing model through comprehensive 
reviews and empirical analyses. Secondly, the authors explored the application of BP neural networks 
in supply chain financing. By integrating BP neural network technology, historical data, credit scores, 
and relevant indicators, the researchers established a robust BP neural network model to enhance the 
accuracy and efficiency of risk prediction and management. Lastly, the authors developed effective 
virtual economic risk control strategies and methods. Building on the predictive outcomes of the BP 
neural network, the authors devised strategic approaches to mitigate and manage virtual financial 
risks within the supply chain financing model. These strategies may involve the formulation of risk 
assessment indicators, establishing risk monitoring and early warning systems, optimizing risk 
allocation mechanisms, and other related aspects.

The primary objective of this research was to address the issue of virtual economic risk control in 
the context of the supply chain financing model and to explore methods for enhancing risk management 
and decision-making capabilities through the utilization of BP neural network technology. Through 
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data collection and analysis from the supply chain financing model, establishing a BP neural network 
model facilitates the achievement of risk prediction and control objectives (Zhang et al., 2022). 
Additionally, the authors considered information dissemination and collaboration mechanisms among 
different stages and participants, contributing to the overall efficiency and stability of the supply 
chain. The most significant contribution of this study lies in presenting an innovative solution for 
effectively managing virtual economic risks within the supply chain financing model and providing 
valuable guidance for business decision-makers and practitioners (Feng & Chen, 2022). The anticipated 
outcome of this research is to foster the sustainable development of the supply chain financing model 
while mitigating economic losses.

LITERATURE REVIEw

The adoption of supply chain financing models has become prevalent in the business realm to address 
challenges related to supplier fund turnover difficulties (Seiler et al., 2020). However, alongside 
the opportunities they offer, these models are accompanied by virtual economic risks, including 
information asymmetry, credit risks, and transaction failures (Santa-Maria et al., 2022). Due to the 
intricate nature of supply chains and the diverse participants involved, effectively controlling virtual 
economic risks becomes of paramount importance (Bacinello et al., 2020). In this research, the authors 
introduced the application of BP neural network technology to mitigate these risks and enhance the 
stability and sustainability of supply chain financing models. Numerous studies have supported this 
approach substantially, reinforcing its potential efficacy in managing virtual economic risks in the 
supply chain financing landscape.

The shift from competition among individual enterprises to competition among supply chains has 
drastically transformed the landscape of enterprise supply chain operations, introducing heightened 
risks for both enterprise supply chains and their nodes (Fosso et al., 2020). Addressing these evolving 
challenges, Fosso et al. (2020) utilized the BP neural network model, grounded in theoretical analysis 
and real-world supply chain financing data, to establish an assessment and early warning mechanism 
for supply chain financing risks. Building upon this framework, they devised an external supply chain 
financing risk signal light early warning mechanism was devised, aiding banks and financial institutions 
in recognizing supply chain financing risks. Hofstetter et al. (2021) innovatively integrated the analytic 
hierarchy process (AHP) and BP neural network techniques to construct a principal component analysis 
artificial neural network model, thereby presenting an original approach for assessing credit risks. 
By methodically selecting credit risk indicators, employing AHP for hierarchical decomposition, and 
refining supply chain financing credit risks, Hofstetter et al. introduced a comprehensive evaluation 
system featuring 16 indicators for assessing supply chain financing credit risks. With a focus on 
small and medium-sized enterprises, they meticulously trained and tested the model, aligning with 
industry specifics. Alkaraan et al. (2022) emphasized the advantages of utilizing BP neural networks 
for managing credit risks in supply chain financing enterprises, citing their self-learning capabilities, 
strong fault tolerance, and ability to tackle nonlinear problems. These authors developed a BP neural 
network-based supply chain financing credit risk assessment model through rigorous training and 
verification, yielding high accuracy and alignment with expert assessments. This model holds potential 
value for commercial banks and financial institutions as they undertake credit risk assessments in 
the expansion of supply chain financing operations (Alkaraan et al., 2022). Examining the nuances 
of supply chain financing models and structures, Huang et al. (2022) delved into the Asian market 
to propose tailored approaches based on regional characteristics and demands. Acknowledging the 
complexity of agricultural supply chain financing, Chen et al. (2021) conducted a comprehensive 
analysis to uncover practical insights regarding the management of diverse risks in agricultural 
supply chains, including market risks, credit risks, and liquidity risks. Soni et al. (2022) strategically 
evaluated the application of blockchain technology in supply chain financing. These authors conducted 
an extensive review of blockchain-based supply chain financing research, elucidating the potential of 
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blockchain to offer secure and traceable transaction environments, thereby enhancing the efficiency 
and dependability of supply chain financing.

In conclusion, significant strides have been made in the domain of supply chain financing 
research. Future investigations can capitalize on key areas, including supply chain financing model 
and structure design, risk management strategies, and technology applications. Such endeavors are 
pivotal in propelling sustainable growth and fostering innovative breakthroughs within the realm of 
supply chain financing. Moreover, while noteworthy progress has been achieved in integrating the 
BP neural network model with the AHP to forge supply chain financing risk assessment and early 
warning mechanisms, substantial opportunities for deeper exploration and expansion persist. Future 
research avenues can delve into the exploration of advanced models and methodologies, such as 
deep learning and support vector machines. The efficacy of supply chain financing risk assessment 
and early warning systems can be further bolstered by harnessing these approaches, contributing to 
a resilient and adaptive supply chain financing landscape.

RESEARCH ModEL

This research centered on utilizing the BP neural network as a central element to investigate the 
supply chain financing model and virtual economic risk control issues (Bocken & Short, 2021). The 
authors explored risk control strategies in supply chain financing by establishing a comprehensive 
research model. They developed a BP neural network-based model for predicting and assessing virtual 
economic risks in supply chain financing (Zhang et al., 2021). The following subsection presents the 
outcomes of the model construction.

Model Calculation Process
Supply chain financing constitutes a pivotal financing approach that facilitates fund flow across 
diverse supply chain stages, fostering collaboration and stability among participants. Nonetheless, the 
realm of supply chain financing is not immune to virtual economic risks, encompassing challenges 
such as information asymmetry, fraudulent activities, and spurious transactions. These risks imperil 
financial stakeholders and destabilize the supply chain at large. In this research, the authors sought to 
address the intricate interplay of supply chain financing and virtual economic risk control, leveraging 
the BP neural network as a cornerstone. The BP neural network, a prevalent artificial neural network 
algorithm, stands as a versatile tool trainable and optimized via error BP. The essence of this research 
lies in the meticulous construction of a model aimed at a comprehensive exploration of risk control 
strategies inherent to the supply chain financing milieu. The BP neural network serves as the bedrock 
for this model, nurturing its potential to prognosticate and evaluate virtual economic risks in supply 
chain financing. This model’s potency lies in its ability to furnish precise forecasts and assessments 
of virtual economic risks, thereby furnishing a scientifically grounded bedrock for decision-making 
in supply chain financing. Figure 1 elucidates the foundational structure of the authors’ model.

As Figure 1 shows, the authors proceeded to craft a subsequent optimization model grounded 
in the framework of the aforementioned structural design. In the context of the research with n 
input features (x1, x2..., xn), m hidden layer neurons (h1, h2..., hm), and k output neurons (y1, y2..., 
yk) (Bacinello et al., 2021), the transmission from the input layer to the hidden layer is carried 
out as follows:

1.  As to the transmission from the input layer to the hidden layer, for each hidden layer neuron hj, 
its input zj is computed via Equation 1:

zj wij xj bj= ( )+Σ *  (1)
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2.  The hidden layer uses the activation function to map the input and calculate the output aj :

aj f zj= ( )  (2)

3.  As to the transmission from the hidden layer to the output layer, Equation 3 is applied to compute 
the input zk for each output neuron yk:

zk vkj aj ck= ( )+Σ *  (3)

4.  The output layer uses the activation function to map the input to obtain the final output ykhat:

yk g zk
hat
= ( )  (4)

5.  Based on the specific problem’s type and objective, the corresponding cost function is chosen 
as follows:

Loss yk yk
hat

= −( )Σ( / * )1 2 2  (5)

Loss yk log yk
hat

= − ( )( )Σ *  (6)

Figure 1. Model infrastructure
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The establishment and utilization of the proposed model offer a systematic foundation and 
decision-making assistance for supply chain financing endeavors. By leveraging the predictive and 
evaluative insights generated by the model, pertinent entities and decision-makers can attain a deeper 
understanding of the virtual economic risks inherent in supply chain financing. This comprehension 
facilitates the development of appropriate risk control measures, ultimately fortifying the security and 
continuity of both the financing entities and the diverse stakeholders encompassing the supply chain.

Code Implementation
In summary, the model holds substantial significance by delving into intricate risk control strategies 
pertinent to the supply chain financing paradigm. Leveraging the predictive and evaluative capabilities 
of the BP neural network, it offers the capability to anticipate and assess virtual economic risks. 
Furthermore, the model furnishes a solid foundation and decision-making assistance for supply 
chain financing choices, thereby augmenting the viability and endurance of supply chain financing 
initiatives. Figure 2 presents the specific results of the code implementation.

As Figure 2 depicts, this research commenced by the design of the BP neural network model 
based on the research objectives. To enhance the significance and value of their study, the authors 
optimized the model using the Adam optimizer, which has been proven effective in improving overall 
performance (Paliwal et al., 2020). The Adam optimizer is an adaptive learning rate method that 
dynamically adjusts the learning rate during training. By amalgamating the strengths of AdaGrad 
and RMSProp and incorporating the concept of momentum, Adam demonstrates robust performance 
(Safara, 2022). The specific formula for parameter updates is as follows:

Figure 2. Code Implementation of the BP neural network
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m m Loss= + −( ) ∇ ( )β β θ1 1 1* *  (7)

v v Loss= + −( ) ∇ ( )β β θ2 1 2 2* * ( )  (8)

q q= − ( )+( )learning m sqrt v epsilon
rate
* /  (9)

where m and v represent Adam’s first- and second-order moment estimations, respectively. The values 
of β1 and β2 are decay rates between [0, 1], usually set to 0.9 and 0.999, respectively. The symbol 
∇Loss(θ) denotes the gradient of the loss function concerning the parameter θ. The learningrate controls 
the update step size, while epsilon is a small number used to prevent division by zero (Remko, 2020). 
Figure 3 presents the code snippet for the parameter update process using the Adam optimizer.

As Figure 3 illustrates, the symbols used in the context are as follows: dw_ij represents the gradient 
of weight w_ij, db_j represents the gradient of bias b_j, dv_kj represents the gradient of weight v_kj, 
and dc_k represents the gradient of bias c_k. In this research, the authors optimized the model using 
these gradients, significantly enhancing its overall performance (Nandi et al., 2021). Figure 4 shows 
the optimized integrated calculation code.

As Figure 4 evidences, the application of this model introduces innovative solutions to 
challenges in supply chain financing and virtual economic risk control. By incorporating the BP 
neural network and constructing a comprehensive research framework, researchers delve into risk 
control strategies within the supply chain financing landscape, accurately predicting and assessing 

Figure 3. Update code based on parameters of Adam optimizer
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virtual economic risks. This model establishes a scientific foundation and decision support system 
for supply chain financing decisions, aiding institutions and decision-makers in understanding and 
managing virtual economic risks. Corresponding risk control strategies are formulated to enhance 
security and sustainability for financing parties and stakeholders along the supply chain. Moreover, 
the model enhances the efficiency and reliability of supply chain financing operations. By effectively 
exploring risk control strategies and leveraging the BP neural network’s capabilities for predicting 

Figure 4. Calculation code after model optimization
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and assessing virtual economic risks, the model mitigates risk impacts on supply chain financing, 
ultimately improving its feasibility and sustainability. In conclusion, the research model contributes 
holistically by investigating risk control strategies, predicting virtual economic risks, and providing 
decision guidance for supply chain financing. It bolsters efficiency and reliability, cementing its 
significance in enhancing the entire process.

EXPERIMENTAL dESIGN ANd PERFoRMANCE EVALUATIoN

datasets Collection
The authors evaluated the fundamental BP model using the plant classification dataset. This dataset 
serves the purpose of accurate plant species categorization, aiding researchers and developers in 
their quest (Aday & Aday, 2020; Hahn, 2020; Kraus & Marchenko, 2021). Comprising a substantial 
collection of plant images, each labeled with its corresponding species, this dataset enables the 
construction and refinement of machine learning and deep learning models to predict plant species 
proficiently (Hosseini & Ivanov, 2020; MacNeill et al., 2020; Pu et al., 2021). It significantly benefits 
scientists, ecologists, agricultural experts, and environmental conservationists in comprehending 
and managing various plant species in their respective fields (Dutta et al., 2020). The creation of the 
plant classification dataset necessitates meticulous field surveys and the assembly of plant specimens, 
ensuring a diverse and extensive repository of plant samples (Wang et al., 2021). These samples are 
then subjected to precise annotations, often leveraging botanists’ expertise and reference materials 
(Pieroni et al., 2020; Lee et al., 2022). Each image within the dataset is meticulously associated with 
a specific plant species label, facilitating subsequent training and testing phases (Lee et al., 2022; 
Pieroni et al., 2020). The dataset’s processing workflow is outlined as follows:

1.  Data Set Partitioning: See below:
a.  Training set, which comprises 70% of the total dataset used for model training.
b.  Validation set, which accounts for 15% of the total dataset, utilized for hyperparameter tuning 

and model refinement.
c.  Test set, which occupies 15% of the total dataset, employed for final model performance evaluation.

2.  Data Loading: Employs a DataLoader to load the dataset in batches, configuring an appropriate 
batch size for efficient training and evaluation with parallel reading.

3.  Data Preprocessing: See below:
a.  Image resizing, to resize image dimensions uniformly to 224x224 pixels.
b.  Normalization, to normalize pixel values of images, e.g., scaling pixel values to the range 

of 0-1 or adjusting mean and standard deviation to specific ranges.
c.  Standardization, to apply image standardization techniques, such as brightness and 

contrast adjustments.

Subsequently, the optimized Adam-BP model is evaluated using the Credit Card Fraud Detection 
dataset. This dataset contains credit card transactions made by European cardholders in September 
2013 (Kitsis & Chen, 2021). It encompasses 284,807 transactions, with 492 of them identified as 
fraudulent transactions. The dataset exhibits high-class imbalance, with the positive class (i.e., 
fraudulent transactions) comprising only 0.172% of all trades (Dong et al., 2020; Tezel et al., 2021). 
Notably, the dataset exclusively consists of numerical input variables, that is, the outcomes of principal 
component analysis transformations. Specifically, features V1, V2..., and V28 correspond to the 
principal components obtained from the analysis, and the “Amount” feature signifies the transaction 
amount, which can be effectively utilized for instance-dependent cost-sensitive learning (Nogueira 
et al., 2023). Moreover, the feature category represents the response variable, taking the value of 1 
in cases of fraud and 0 otherwise (Li et al., 2020).
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Experimental Environment
In light of the content of the dataset above, the authors thoroughly evaluated the model while employing 
comprehensive data processing procedures to establish a robust experimental environment (Nia et 
al., 2021). Figure 5 illustrates the computational code the authors implemented in this research for 
data processing.

Figure 5 illustrates the employed code for data preprocessing and organization into two distinct 
lists, designated as X and y. Through an iterative process across the data source’s samples, each 
sample’s input features (input_features) and labels (label) are extracted and subsequently added to 
the X and y lists correspondingly. Conclusively, for streamlined data handling and manipulation, the 
X and y lists are converted into Numpy arrays. These steps collectively contribute to enhancing data 
usability for both training and testing evaluations, as the authors detailed in this research (Pickl, 2019).

Parameters Setting
The timeline of this research included two primary parts: 1) The training and testing evaluation of 
the basic BP neural network model; 2) the training and testing evaluation of the Adam-BP neural 
network model (Anker et al., 2019; Gu, 2022; Milana & Ashta, 2021). Table 1 illustrates the parameter 
settings for this research.

As Table 1 illustrates, the authors conducted a thorough evaluation of their model’s overall 
performance, employing the parameter settings previously mentioned. For the proposed model, 
the learning rate governs the speed at which the model adjusts its weights with each parameter 
update. A higher learning rate can expedite convergence, but might lead to instability or failure to 
converge. Conversely, a lower learning rate bolsters stability, while potentially slowing convergence. 
The selection of 0.01 as the learning rate draws from prior experimental outcomes and empirical 
understanding. This value is widely acknowledged as an optimal initial setting, effectively balancing 
convergence speed and model stability. The batch size determines the number of samples used in each 
iteration of model training. A smaller batch size yields more frequent updates and faster learning yet 

Figure 5. Data processing calculation code
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incurs higher computational demands. Conversely, a larger batch size can foster stable training at the 
cost of increased memory and computational requirements. The choice of 16 as the batch size strikes 
a balance between computational cost and training efficacy. Iterations signify how often the model 
adjusts and optimizes parameters using training data. Increasing iterations augments the model’s 
learning capacity, but introduces the risk of overfitting. Opting for 500 iterations aligns with prior 
experimentation or empirical insights, aiming for satisfactory performance on the provided training 
data. Regularization counteracts model overfitting by appending a regularization term to the loss 
function, penalizing model complexity. The regularization coefficient influences the contribution 
of the regularization term to the overall loss. The selection of 0.01 as the regularization coefficient 
derives from prior experiments or tuning, ensuring a harmonious blend of model complexity and 
performance. The optimizer governs parameter adjustments to minimize the loss function. Adam, a 
widely employed optimizer, amalgamates the strengths of AdaGrad and RMSProp while integrating 
momentum. Opting for Adam as the optimizer is grounded in its commendable performance and 
computational efficiency across diverse scenarios. Weight initialization designates the technique 
for assigning initial values to neural network model weights pre-training. Random initialization is 
a prevalent strategy that eliminates weight symmetry and empowers the network to autonomously 
acquire features. The adoption of random initialization is a customary starting point, granting the 
model adaptability to diverse problems and datasets. Table 2 shows the hardware environment.

Performance Evaluation
Evaluation of the Backpropagation Neural Network Model
The authors utilized BP neural network technology to optimize relevant processes to effectively control 
the supply chain financing mode and address virtual economic risk issues. Firstly, they designed a 

Table 1. Model parameter settings

Parameter Value

Learning rate 0.01

Batch size 16

Iterations 500

Regularization coefficient 0.01

Optimizer selection Adam

Weight initialization method Random initialization

Table 2. Hardware environment

Hardware component Model Description

Computer Dell XPS 15 Equipped with an Intel Core i7 processor and 16GB of 
memory, used to support model training and evaluation.

Graphics processor 
(GPU) Nvidia GeForce RTX 3080

A powerful GPU accelerator used to expedite the training 
process of neural network models, enhancing training 
efficiency.

Storage device Samsung 970 EVO Plus 
SSD

A high-speed and high-capacity solid-state drive employed to 
store extensive datasets and model files.

Network device TP-Link Archer AX6000 
Router

Facilitates stable and high-speed Wi-Fi 6 connectivity for 
data acquisition and online validation purposes.
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foundational BP neural network model based on the supply chain financing mode and virtual financial 
risk control issues. The researchers subjected the model to a comprehensive evaluation (Figure 6).

As Figure 6 depicts, the authors’ model exhibited satisfactory performance while evaluating 
the plant classification dataset, with all indicators scoring above 0.8. However, its performance on 
the credit card fraud dataset was not optimal, with all metrics above 0.7. The authors introduced the 
Adam-BP model and assessed its application effectiveness on the supply chain financing mode and 
virtual economic risk control issues to enhance its overall performance.

Evaluation of the Adam-BP Model
The authors evaluated their Adam-BP model to enhance the performance of the BP model in the 
context of supply chain financing mode and virtual economic risk control issues. Figure 7 presents 
the evaluation results of the model.

As Figure 7 shows, optimising the BP model using the Adam optimizer yields a substantial 
improvement in its performance. The evaluation results show that, in the plant classification dataset, 
all model performance indicators exceeded 0.92. In the credit card fraud dataset, the indicators also 

Figure 6. Evaluation results of the BP neural network model: (a) Plant Classification Dataset; (b) Credit card fraud data set

Figure 7. Adam-BP model evaluation results (a) Plant classification dataset; (b) Credit card fraud dataset
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rose above 0.9. These outcomes indicate that the authors’ model in this research demonstrates excellent 
performance and effectively addresses the challenges associated with the supply chain financing 
mode and its virtual economic risk control. Furthermore, to underscore the merits of our proposed 
model, the researchers conducted a comparative analysis by juxtaposing it against two alternative 
models, nmaely, the random forest model (RFM) and the support vector machine (SVM) model. This 
comparative examination serves to enhance the understanding of the significance of this research. 
Figure 8 presents the comparative results of the proposed and alternative models.

As Figure 8 illustrates, the model devised here showcases metrics surpassing the 90% threshold, 
while the metrics of the alternative models fall within the range of 80% to 90%. Clearly, this model 
achieved a noteworthy advancement when compared to the other models. This achievement holds 
significant implications for enhancing supply chain financing strategies and refining virtual economic 
risk management.

Experimental findings strongly indicate that the enhanced BP neural network model exhibits 
substantial performance advancements in comparison to the traditional BP model across various 
datasets. The Adam-BP model surpasses the traditional BP model in accuracy, precision, recall, and F1 
score on the test set. This observed improvement could be attributed to the incorporation of the Adam 
optimization algorithm. In contrast to conventional gradient descent-based training approaches, the 
Adam optimization algorithm integrates momentum and adaptive learning rates, resulting in quicker 
convergence and more precise and stable parameter updates. Consequently, the Adam-BP model 
showcases enhanced convergence performance and generalization capability, facilitating more efficient 
learning and representation of the intricate connection between supply chain financing patterns and 
virtual economic risks. This experimental phenomenon carries potential implications, including:

1.  Enhanced Risk Control Precision: The refined model demonstrates an aptitude for accurately 
discerning supply chain financing patterns and virtual economic risks, thereby assisting enterprises 
and platforms in achieving superior risk management and informed decision-making.

2.  Diminished Financial Loss: The model’s accurate prediction and risk identification potential 
can effectively mitigate potential financial losses, contributing to the security and robust growth 
of the virtual economy.

Figure 8. Model performance comparison
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3.  Reinforced User Safeguarding: Enhanced virtual economic risk management directly translates 
to the protection of user rights, fostering heightened user trust and contentment.

4.  Pioneering Intelligent Management: An intelligent system for managing supply chain 
financing patterns can be developed by capitalizing on the improved model. This system holds 
the potential to optimize resource allocation, elevate efficiency, and provide a well-founded basis 
for decision-making.

discussion
The rise of supply chain financing mode and virtual economic risk control has highlighted the 
importance of achieving intelligent control over these domains. In this study, the authors utilized 
the BP neural network technology to optimize the relevant processes, leading to the design of a 
fundamental BP neural network model for addressing these challenges. The authors aimed to evaluate 
the performance of the designed BP neural network model in the context of supply chain financing 
mode and virtual economic risk control to enhance its overall efficacy further. They constructed the 
basic BP neural network model based on supply chain financing mode and virtual economic risk 
control, and evaluated its performance using two distinct datasets, namely, the plant classification 
dataset and the credit card fraud dataset. The researchers conducted a comprehensive assessment 
of the model’s performance, considering various indicators. In the case of the plant classification 
dataset, the BP neural network model demonstrates strong performance, with all indicators exceeding 
0.8. However, the model’s performance in the credit card fraud dataset is not optimal, with indicators 
slightly below 0.7. In this research, the authors introduced the Adam-BP model to facilitate the overall 
performance of the model.

The Adam-BP model’s evaluation results demonstrate a significant performance improvement, 
compared to the optimized BP model. In the plant classification dataset, all indicators surpass 0.92; 
in the credit card fraud dataset, all indicators increase above 0.9. These findings indicate that the 
designed Adam-BP model exhibits excellent performance and adaptability in addressing supply chain 
financing mode and virtual economic risk control issues. This research provides essential insights 
for achieving intelligent control over supply chain financing mode and virtual financial risk control. 
The BP neural network model and its optimized version, the Adam-BP model, have proven effective 
in classification and risk control aspects. These results have crucial implications for the sustainable 
development and risk control of supply chain financing mode and the virtual economy. Additionally, 
this research inspires future research, encouraging further exploration and improvement of the 
application of BP neural network models in this field. In summary, in comparison to Nayal et al.’s 
(2023), Pournader et al.’s (2023), and Yousefi and Tosarkani’s (2023) recent studies, this research 
not only introduces more intricate predictive models grounded in machine learning, but also attains 
substantial technological advancements in terms of model performance in contrast to other cutting-
edge models. Thus, this research assumes a pivotal role in augmenting supply chain financing models 
and proficiently navigating virtual economic risks. Nayal et al.’s (2023) investigation proposed a 
prediction approach based on statistical models, which offers limited guidance for identifying and 
managing risks in supply chain financing models. Pournader et al.’s (2023) study employed traditional 
regression models to predict virtual economic risks, achieving some degree of success; however, the 
model’s performance still requires refinement. Yousefi and Tosarkani’s (2023) study concentrated 
on financial risks within supply chain financing models and exhibited limited predictive capabilities 
although introducing a hybrid model. In contrast, this research introduces more intricate predictive 
models based on machine learning, amalgamating extensive data and variables to enhance the 
prediction accuracy of supply chain financing models and virtual economic risks. By employing 
this model, researchers can more precisely identify potential risk factors and devise corresponding 
management strategies. Furthermore, this research achieves notable technological advancements in 
terms of model performance. By comprehensively considering the intricate relationships between 
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diverse variables and harnessing the advantages of machine learning algorithms, this model better 
captures the multifaceted nature and dynamics of risks, thereby enhancing prediction accuracy and 
precision. In conclusion, this research plays a critical role in refining supply chain financing models 
and effectively managing virtual economic risks. By introducing intricate predictive models grounded 
in machine learning and attaining substantial technological progress, this research furnishes robust 
support for research and practical applications in relevant domains. Moreover, it offers a valuable 
reference for the enhancement of risk management strategies and informed decision-making.

CoNCLUSIoN

This research introduced the BP neural network technology to optimize the control of virtual 
economic risks within the framework of supply chain financing patterns. In contrast to conventional 
methodologies, this model exhibits superior performance and accuracy, presenting an effective 
solution for real-world challenges. Through the utilization of the BP neural network, this research 
introduced the Adam-BP model, enhancing the conventional BP model. This enhancement yields 
elevated levels of accuracy, precision, and recall when applied to diverse datasets, including plant 
classification and credit card fraud. These enhancements yield favorable assessment outcomes and 
provide guidance for advancing risk control and classification tasks. The proposed model undergoes 
rigorous empirical research and evaluation, employing both plant classification and credit card 
fraud datasets. The application of the model to real-world data validates its feasibility and efficacy, 
demonstrating promising performance in the realm of supply chain financing patterns and their 
associated virtual economic risk control. By optimizing the BP neural network model, this research 
introduced an innovative approach to address virtual economic risk control within supply chain 
financing patterns. The outcomes contribute to the improved capacity for identifying and managing 
virtual economic risks, thereby furnishing vital support for the intelligent management of supply 
chain financing patterns. Collectively, these contributions underscore the notable accomplishments of 
this research in tackling virtual economic risk control within supply chain financing patterns through 
novel methodologies and enhanced models, providing significant reference value for both research 
and practical application in related domains.

The research bears significant practical implications for the realms of supply chain financing 
patterns and virtual economic risk control. Firstly, supply chain financing serves as a crucial 
mechanism for nurturing business growth and economic advancement. The investigation into supply 
chain financing patterns facilitates a profound comprehension of associated risks and the formulation 
of corresponding risk control strategies. This exploration aids businesses in engaging more adeptly 
in financing endeavors, ensuring seamless capital flow and stabilizing the supply chain dynamics. 
Secondly, virtual economic risks have emerged as novel risk manifestations in the backdrop of 
digitization and the progression of information technology. In the wake of swift technological 
advancements like the Internet, big data, and artificial intelligence, virtual economic risks have gained 
prominence as formidable challenges. The exploration of virtual economic risk control amplifies the 
identification and management of assorted risks within the virtual economic landscape, curtailing 
potential financial losses, safeguarding user entitlements, and fostering the wholesome evolution of 
the virtual economy. This research seamlessly amalgamates the domains of supply chain financing 
patterns and virtual economic risk control, striving to elevate risk control and classification task 
efficacy through the optimization of the BP neural network model. This endeavor contributes to 
the augmentation of the capacity for identifying and governing virtual economic risks, delivering 
pivotal support for the astute management of sets of supply chain financing patterns. In sum, this 
research holds pertinence in propelling the advancement of supply chain financing, alleviating virtual 
economic risks, and upholding user rights. Through an earnest exploration and the optimization of 
risk control models, this research imparts invaluable insights to allied fields of study and practical 
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application, thus enriching the landscape of intelligent management of supply chain financing pattern 
sets. Drawing from the analysis above, forthcoming research endeavors can strategically focus on 
several pivotal areas. To begin, researchers are urged to expand the dataset’s scope for validating the 
effectiveness and adaptability of the model. This expansion entails selecting more expansive and 
pragmatically grounded datasets while upholding data quality and availability standards. Additionally, 
the pursuit of model optimization and enhancement emerges as a paramount research trajectory. 
In this regard, possible avenues include exploring novel neural network architectures, integrating 
cutting-edge optimization algorithms, or intricately adjusting and tuning model parameters. Lastly, 
to enhance the pragmatic applicability of this research, prospective inquiries could pivot towards 
feasibility assessments in authentic, real-world scenarios, specifically within the realm of virtual 
economic risk control within the contours of supply chain financing pattern sets. Such an endeavor 
might necessitate symbiotic partnerships with actual industries, the orchestration of case studies, and 
a nuanced consideration of the assorted constraints and challenges intrinsic to real-world operations. 
It is prudent to acknowledge that this research does not have limitations, encompassing factors such 
as data availability and quality, the model’s generalization capacities, and constraints in parameter 
selection and tuning. To surmount these limitations, forthcoming research must be steered towards 
resolving challenges in data acquisition and preparation processes, conducting cross-disciplinary 
validations or assessing datasets spanning diverse industries, and pioneering innovative strategies 
for parameter selection and tuning. These collective endeavors hold the potential to bolster model 
performance and pave the way for a more robust research landscape.
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