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ABSTRACT

China’s education modernization requirements clearly suggest exploring new teaching methods to improve teaching effectiveness. Based on this, this article investigates AR construction technology as a blended English teaching model in the university school environment. Mobile terminals are used to build the blended English teaching model, modeling tools are used to achieve split modeling, and the mobile terminals themselves are used to achieve the management and network synchronization work for the cloud classroom. For the gesture recognition model construction, 3D convolutional neural networks are used to separate and optimize the parameters. Finally, experiments are designed to simulate and analyze the AR construct of the blended English teaching model to determine accuracy. The simulation results show that the model can realize the simultaneous display of teacher explanation, and the improved algorithm of gesture recognition is improved in recognition rate, which can improve the effectiveness of blended English teaching.
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1. INTRODUCTION

As the concept of education is constantly updated and progressing, AR constructive technology fits and meets the requirements of English learning in higher education (Wang, 2022). From the initial network classroom to MOOC, and then to the occurrence and development of blended teaching, all of these tools are the embodiment of the in-depth development of Internet + education. According to a research report on Online Education issued by the U.S. Department of Education in 2010, through experimental research and quasi-experimental research, it is found that blended teaching is better than pure face-to-face teaching or online teaching. At this stage, there are many studies on AR constructive technology in the field of education, mostly in the teaching of spatial three-dimensional related fields, such as medical teaching, industrial design teaching, etc. These professions are quite different...
from English teaching itself (Zhou, 2020). Teaching English has a profound impact on the learning and progress of each profession (Li, et al., 2020). Existing blended English teaching can recognize the importance of contextualized teaching and learning, and as such, online and offline teaching is constantly being combined and VR constructs have begun to be built (Ma, 2021). However, there are great problems with existing blended English teaching. Many times the concepts will be modeled well and then taught, but if teachers and students are not present at the same time and in the same space, they cannot achieve temporal synchronization and role play is very limited (Leal Filho, et al., 2019). In addition, some teachers did not master the interactive skills of online teaching at the initial stage of online and offline mixed teaching and lacked good and active communication with students, resulting in the inability to solve students’ confusion and emotional problems in a timely manner and not achieving effective learning. More than 90% of the students think that the teacher’s pre-class preparation is sufficient, 6.3% of the students think it is sufficient. Therefore, it is very difficult for teachers to control the teaching difficulty and class progress under such circumstances (Zhang et al., 2020).

At present, AR technology has entered a relatively mature level and has been widely applied in multiple fields. In English teaching, to fully utilize AR technology, teachers need to further improve their ability to apply information technology, conduct in-depth analysis and reflection on the teaching content, understand the objective laws of student growth, and propose practical and feasible optimization plans. Teachers should also actively participate in case analysis work, deeply consider the application effects of different methods, and provide references for the application of AR technology. Based on this background, this article studies the AR construction technology of the blended English teaching mode in a university school environment, which is divided into 5 main sections.

The first section briefly introduces blended English teaching, the application of AR technology, and the section arrangement of this study; Section 2 introduces the research progress on blended learning, AR application fields, and related technologies both domestically and internationally, and summarizes the shortcomings of current research. Section 3 constructs a hybrid English teaching model based on AR technology and mobile devices. This involves synchronous teaching using 3D Max and other technologies to achieve modeling and supporting online interaction and offline learning. We use interpolation algorithms to achieve synchronous teaching and propose a three-dimensional separable convolutional neural network to improve the algorithm for gesture recognition in model construction. Section 4 conducts a simulation analysis on the AR structure of the hybrid English model constructed in this article to measure the effectiveness of the model application. Section 5 summarizes the entire text. The simulation results show that compared with traditional algorithms, the AR model has better recall prediction and lower error rate, and this algorithm can perform fast computation and convergence, improving gesture recognition rate. The innovation of this paper lies in the design of the hybrid teaching AR architecture, using modeling tools, such as 3D Max, for AR architecture development and taking advantage of the distributed computing of mobile terminals for the overall system design. The 3D analyzable neural network architecture is proposed. In the computation, deep convolution and point-by-point convolution are used to speed up the computation, while the skip connection learning rate is introduced to control the gradient dispersion problem, compressing the AR model to reduce the computation based on ensuring the performance, and the collected dynamic model is simulated and analyzed.

From the perspective of student experience, the application of AR technology is conducive to enriching classroom contents and teaching forms, stimulating students’ enthusiasm for learning, identifying and judging students’ pronunciation and grammar through the cooperation of various equipment and software, understanding the gaps in students’ English learning through their participation in teaching activities, guiding students to actively improve their English ability, and stimulating their subjective initiative in learning.
2. RELATED WORKS

Advances in computer technology, such as cloud computing and 5G networks, have brought profound changes to the field of education. Traditional teaching is no longer adapted to the needs of social development, and many scholars have conducted research on teaching models. For example, Zhang Y, et al. proposed an effective hybrid method TLNNA, based on TLBO and NNA, to optimize 30 well-known unconstrained benchmark functions and four challenging projects in hybrid teaching for industrial optimization (Zhang, et al., 2020). Yanfei Miao, et al. proposed a mobile-based information system that developed a hybrid intelligent teaching aid model for English, integrating English teaching resources, and customizing online learning courses and materials according to students’ learning progress, combined with offline teaching aids (Yanfei, 2021). Pezaro, et al. (2022) constructed an offline teaching framework for online and offline teaching in their study. With the gradual maturation of AR technology, research in teaching and learning has started to emerge. In their research on interactive robot learning, Chen, et al. proposed an AR-based interactive robot teaching and programming system to interactively plan or test the path of a virtual robot and proposed to obtain the depth value of the corresponding pixel in a computer-generated image by comparing the depth image acquired by Kinect with the collision-free paths for virtual robots (Chen, et al., 2020). In their study, Cascini, et al. (2020) applied AR technology to the field of product design and found that the quality and novelty of ideas generated by projection-based AR outperformed traditional sessions or handheld display AR sessions. In their study, Xin, et al. developed an optically transparent augmented reality display based on a 3D dynamic integral imaging system that enhanced the 3D image depth range by relaying elemental images at different locations to a microlens array to generate multi-lens image planes to enhance the depth range of 3D images, which can significantly enhance the depth range of 3D reconstructed images with high image quality in micro InIm units (Shen & Javidi, 2018). Wake, et al. (2018) combined AR technology with 3D printing in their study to improve robot-assisted accuracy. (Chu, et al., 2018) used a design science research approach in their study to test and evaluate the development and performance of a mobile BIM AR system. It has been found that a slight modification to the existing information format (2D plan) to include rapid response markers can significantly improve the information retrieval process (Chu, et al., 2018). Ariansyah, et al. used a theory-driven interaction design approach in their study in terms of video versus 3D animation and interaction modes to investigate the impact of different AR modes on user performance and found that different information modes had different impacts, with 3D animation improving task completion time by 14% over video instructions (Ariansyah, et al., 2022). At present, although there is no unified teaching mode for the online and offline mixed teaching reform, there is a unified teaching pursuit. That is, we should give full awareness to the inherent shortcomings of the original teaching mode in colleges and universities and utilize advanced science and technology to change the situation that teachers output lectures unilaterally in the classroom teaching process, resulting in students’ low learning initiative and poor input effect. To combine the advantages of the two, we should innovate teaching methods and improve the teaching level of colleges and universities, promoting the modernization of education.

In summary, it can be seen that there are several studies on blended English teaching, mostly focusing on educational theory and how AR teaching is achieved with the help of existing mobile terminals, but there is a lag, synchronous teaching cannot be carried out, students’ learning cannot be understood in time, and there is still much room for improvement in the application of AR technology. In terms of technology research, there are many research results in the fields of model construction and technology improvement, but these research results are more often applied in industrial construction, spatial design, and tourism development, but rarely applied to specific teaching. Therefore, it is important to carry out the analysis of the AR construction of the blended English teaching model in the university school environment.
3. MATERIALS AND METHODS

Hybrid English Teaching AR System Design

With the development of computer technology, the English teaching mode also presents diversified development. Restricted by the characteristics of the English subject itself, many knowledge points need to be explained, covering complicated content, which is difficult for students to fully grasp. With the emergence of AR, students can visualize the content and use AR to simulate virtual technology into reality. Through AR technology, teachers can use computers to build various dialogue situations in advance, so that students can communicate with foreigners and classmates in English through AR equipment. In particular, some tourism, shopping, and other situations can be more fully represented by using AR technology. Teachers can also link the database in the virtual situation and use artificial intelligence technology to match the dialogue corresponding to the situation for students, to train students’ language adaptability. The use of AR technology for blended English teaching is achieved mainly through computers and mobile devices to form simulated information and simulate the real English teaching environment. This mode of teaching presents a virtual display, with a camera to view the images and superimpose video, text, and pictures onto the real environment. Figure 1 shows the AR hybrid teaching system. In the application, the student side only needs to scan the picture card to be able to learn English.

In the construction of a blended teaching AR for English in higher education, teaching and learning need to be brought into the same environment through the Internet, and teachers need to explain by manipulating physical objects to form models. Therefore, in the design, both teacher and student roles need to be considered, and the corresponding functional modules need to be designed with the teacher side focusing on explaining and the student side on learning. For later iterative expansion of
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Figure 1. AR hybrid teaching system
the design, a tiered design approach was adopted, using a cloud storage platform to store data and save space (Yi, et al., 2022). Layered design divides the software into several layers, each layer only solves a part of the problems and completes the overall goal through the cooperation of all layers. A complex problem is decomposed into system subproblems, which effectively reduces the scale and complexity of each subproblem. The system architecture is shown in Figure 2, which covers the data layer, the support layer, and the logic layer, where the data service layer needs to be able to recognize images, store teacher information, and manage related operations, and is implemented through Vuforia technology. The support layer is used for the construction of images and models, using Unit3D technology and for the synchronized transmission and display of data through the use of mobile terminals. The logic layer is used for the creation of cloud classrooms, target recognition, and voice interpretation.

3D Max, short for 3D Studio Max, is a 3D animation rendering and production software based on a PC system. It is widely used in advertising, film and television, industrial design, architectural design, 3D animation, multimedia production, games, and engineering visualization. In the construction of the 3D virtual teaching model, the main use of 3D Max technology is to achieve modelling, and draw and map materials, and save the file as FBX when saved to the 3D AR project. In the construction of the cloud classroom, the management is realized through the mobile terminal, using MasterServer to create the cloud classroom, designing the number of students, secret keys, and other information. Students can access the cloud classroom through the terminal. 3D model construction requires the computer to generate 3D coordinates, angles and sizes, generate scanned images through the camera, generate a 3D model, and design 3D coordinates and generate a coordinate system through rigid body transformation (Almqvist, et al., 2021). The model is projected to reach

Figure 2. System architecture
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the screen coordinate system to achieve the 3D model construction. It is assumed that the points to be identified are denoted by P and have different coordinates in space and in the camera, \( X_v, Y_v, Z_v \) and \( X_c, Y_c, Z_c \), respectively. The focus center of the camera is denoted by O. This point is also the camera coordinate origin, and the coordinate system is established using the camera optical axis as the Z-axis, which satisfies the following relationship according to the coordinate system.

\[
\begin{bmatrix}
x_b \\
y_b \\
z_b \\
1
\end{bmatrix} =
\begin{bmatrix}
R, t \\
o^T, 1
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z \\
1
\end{bmatrix} = L_w
\begin{bmatrix}
x \\
y \\
z \\
1
\end{bmatrix}
\]

(1)

where \( R \) is the orthogonal rotation matrix, \( t \) is the translation matrix and \( L_w \) is the \( 4*4 \) matrix. The pixel plane coordinates and the camera coordinates satisfy the condition that
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where \( g \) denotes the focal length of the camera. The relationship between the pixel coordinate system and the physical coordinates satisfies the condition that
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where \( dx \) denotes the most sensitive chip pixel size, \( u \) and \( w \) denote the central coordinates of the plane. The final coordinate transformation relationship of the image is obtained and displayed on the screen as the following equation.
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In the network synchronization, real-time technology selection is implemented using interpolation algorithms. In the simulation between the virtual object operation and the physical object, the angle, as well as the position changes need to be taken into account, so the displacement of the object needs to
be solved in the modeling (Anderson, et al., 2021). In the study of relevant movement laws, in relation to splitting the time axis limit, a linear approximation can be used to simulate the displacement, so interpolation can be used to solve this problem. In this paper, the linear interpolation method is used in the study to achieve network synchronization, and this algorithm is faster in comparison and can obtain a more realistic model. The linear interpolation algorithm is expressed as the following equation.

\[ V_{is_{pi}} = (1 - \delta_{pi})V_{is_{p1}} + \delta_{pi} V_{is_{p2}} \]  

where \( V_{is} \) denotes the inserted filter frame, \( p1 \) and \( p2 \) denote the two adjacent over frames, and \( \delta_{pi} \) takes values in the range of \([0,1]\). Considering that the teacher’s lip variation has a large influence on pronunciation in hybrid English teaching in colleges and universities, the range of \( \delta_{pi} \) parameter is set at \([0.5,1]\) when selecting parameters. This method of controlling the parameter range variation is able to form a database of the obtained large number of teachers’ lip shape over pictures, and after training, to get the model that best matches the real one.

**Gesture Recognition Synchronization Synthesis**

In language teaching, gesture recognition can serve as an auxiliary tool to help students better understand and remember language. Below, the authors will provide a simple example to illustrate how to construct gesture recognition to improve language teaching. Suppose we are teaching basic English vocabulary. We can create a gesture for each word so that students can better remember and understand it. For example, if we want to teach the word “run,” we can create a gesture where both hands clench their fists on both sides of the body and move forward, symbolizing the action of running. To associate these gestures with words, we can use videos or animations to display the corresponding gestures for each word. In this way, students can learn gestures while learning words. Then, students can use these gestures to express corresponding words in language communication. Through this approach, gesture recognition can help students associate words with their meanings, thereby enhancing their vocabulary. In addition, gestures can help students better understand and memorize complex grammar and sentence structures.

The problem of gesture recognition needs to be considered in AR modeling, and in the field of gesture recognition, feature values are important points as a way to distinguish different gestures. The selection of feature values will directly affect the recognition results, but there are many gesture feature points that can be selected, such as palm position coordinates, movement speed, etc. (Georgakopoulos, et al., 2018). The more desirable feature value is the direction angle. Different gestures of the same hand will have different movement speeds, and while the position coordinates will change a lot, the direction angle is regular (Pham, et al., 2020). Therefore, in gesture recognition, the directional angle is used as a feature value for calculation.

Assuming that the hand position coordinates are \( (x_t, y_t) \) at moment \( t \) and the coordinate position at the next moment \( t + 1 \) is \( (x_{t+1}, y_{t+1}) \), the gesture eigenvalue direction angle formula can be expressed as

\[ \theta = \arctan[(y_{t+1} - y_t) / (x_{t+1} - x_t)] \]  

This value is then encoded and quantized. If the circular angle encoding covers 12 directions, the angle is 30 degrees in each direction. The gesture coordinates are a class of sequences with directionality, and these similar values can be described by the same symbol, reducing the error. The current number of HMM observations is large, and the observation value in this paper is set to
12. It is generally believed that the larger the observation value is, the more accurate the directional description is. But in the actual measurement, the observation value is too large, which will divide the plane into more pictures. Considering the accuracy of the motion, the error is that very small changes will be recognized as different gestures, and the recognition effect will not be good. Therefore, it is set to 12. In improving the recognition rate of gesture algorithm, the convolutional neural network is applied more. The dual-stream convolutional neural network structure uses RGB images as input information and uses SVM to classify video motion, which focuses more on moving objects and can improve recognition accuracy. In this paper, a similar theory is used in the research and analysis, and the input images are selected from HSV and MHI-processed images to improve the computational speed (Funke, et al., 2019). Based on ensuring the recognition accuracy, it is also necessary to consider the reduction of parameter variations and computational effort.

\[ y_1 = D_k \cdot D_k \cdot M \cdot N \cdot D_f \cdot D_f \]  

where \( D_k \cdot D_k \) denotes the convolutional kernel size, \( M \) and \( N \) represent the number of input channels and output channels, respectively, and \( D_f \cdot D_f \) denotes the feature map. The expression of the convolutional calculation of 3D convolutional neural network is as follows.

\[ y_2 = D_k \cdot D_k \cdot D_k \cdot M \cdot N \cdot D_f \cdot D_f \cdot D_f \]  

where \( D_k \) denotes the number of convolutional kernels and \( D_f \) denotes the frame. It can be seen that if the total number of neighboring feature maps is fixed in the convolution calculation of the 2D convolutional neural network, the other values can also be fixed. When the convolutional layer is changed to 3D convolution, the input layer is divided into several copies, the parameter format is increased, and the amount of parameter variation can be expressed as

\[ \frac{D_k \cdot D_k \cdot D_{mn}}{D_k \cdot D_k \cdot MN} = \frac{D_k}{cD_f} \leq 1 \]  

The change of convolutional neural network convolutional computation compared to the original is shown below.

\[ \frac{D_k \cdot D_k \cdot D_{mn} \cdot D_f \cdot D_f \cdot D_f}{D_k \cdot D_k \cdot MN \cdot D_f \cdot D_f} = \frac{D_k}{c} \]  

Dynamic gesture recognition can further enhance the effectiveness of language teaching. We can create a dynamic gesture for each word or phrase, which can be modified and adjusted in different situations. For example, if we are teaching a word that expresses emotions or attitudes, we can demonstrate different gestures to students based on the context. In addition, dynamic gesture recognition can also be used to evaluate students’ learning effectiveness. For example, we can judge students’ understanding of language by observing the gestures they use in communication. If the gestures used by students are not consistent with what we teach, it may indicate that they need more practice and understanding. In short, by constructing gesture recognition to improve language teaching, we can help students better understand and remember language, enhance their vocabulary, and enhance
their language skills. Dynamic gesture recognition can further enhance the effectiveness of language teaching and provide a new method for evaluating students’ learning effectiveness. For the hybrid ELT gesture recognition problem, a 3D convolutional neural network is implemented, and this network covers the image and processing layer, the convolutional base layer, and the pooling layer composition. The historical images of teachers teaching are first segmented using HSV, and then the neural network is used to extract the feature values of the gestures and predict the gestures using the softmax function. In the activation function, the Leaky Relu function is chosen with a coefficient of 0.2. The video clips of hybrid English teaching are represented by \( C_t \), and \( t \) is used to represent time. Each video clip is processed to obtain \( L_{0} \in \{C_0, D_1, \ldots, D_{m-2}\} \). Multiple frames are obtained from the teacher history video images, which are merged with the initial clips to form an m-frame input image, and this image is fed into the neural network with the following cases.

\[
I_{vij}^{np} = f\left( \sum_{m} \sum_{p=0}^{i-1} \sum_{q=0}^{j-1} \sum_{r=0}^{m-1} w_{ijm}^{pq} f\left( x + p \right) \left( y + q \right) \left( z + k \right) + b_{ij} \right) \quad (11)
\]

where \( f \) denotes the activation function, \( j \) denotes the value in the feature map, \( m \) denotes the value of the convolution kernel connected to the feature map, \( r \) denotes the time dimension, \( p \) denotes the height value of the convolution kernel, and \( q \) denotes the width of the convolution kernel. This formula is used to calculate the convolution kernel, and the final 3D pooling layer is similar to this calculation. Finally, the obtained feature values are fed as a one-dimensional vector into the concatenation layer to obtain the result. Decomposition by the standard convolution process is able to reduce the computational process. Extending this process to the 3D convolution process, the input sequence is computed separately for each frame channel, without combining the feature values. For 3D point-by-point convolution, the computational process is expressed as the following equation.

\[
d_{vij}^{np} = f\left( \sum_{p=0}^{i-1} \sum_{q=0}^{j-1} w_{ijm}^{pq} f\left( x + p \right) \left( y + q \right) \left( z + k \right) + b_{ij} \right) \quad (12)
\]

\[
k = \text{ceil}\left( \frac{j}{m} \right), h = j - km - 1 \quad (13)
\]

\[
l_{vij}^{np} = f\left( \sum_{m} w_{ijm}^{np} d_{vij}^{np} + b_{ij} \right) \quad (14)
\]

The post-convolution calculation procedure for the final decomposition is Eq. (15).

\[
y_3 = D_k \cdot D_k \cdot D_k \cdot M \cdot D_P \cdot D_P \cdot D_f + D_k \cdot M \cdot N \cdot D_P \cdot D_P \cdot D_f \quad (15)
\]

Gradient dispersion is the disappearance of a gradient, and the derivative is 0. The problems caused by gradient dispersion include: the hidden layer near the output layer has a large gradient, and the parameters are updated quickly, so it will converge quickly; The gradient of the hidden layer near the input layer is small, and the parameter update is slow. It is almost the same as the initial state, and it is randomly distributed (Jiménez, et al., 2017). Using 3D convolutional neural networks, the number of network layers is increased by a factor of \( 1 \), which can improve the nonlinear characteristics of the network and better classification, but it also brings the problem of gradient dispersion. If the learning...
rate is large, the network will not converge, and if the learning rate is too small, the shallow network cannot be updated. Therefore, in this study, we use skip connection to solve this problem, reduce the gradient dispersion problem, and improve the accuracy.

4. RESULT ANALYSIS AND DISCUSSION

Simulation Analysis of Hybrid ELT AR Architecture

Due to the pooling layer, the detection model does not require the size of the input image. But considering the batch training effect, the input image needs to be reduced to a uniform size, and a linear interpolation method is used to unify the input image to a size of $512 \times 512 \times 3$. The pixel values are taken in the range of $[0,255]$, and the pixels are normalized. The minimum pixel value is subtracted, and the difference between the maximum and minimum pixels is divided to obtain the input image. Too small a sample size within the dataset will cause model fitting, and considering the insufficient sample data, data augmentation is required to improve the generalization ability. The imgaug library is used to enhance the data, and image enhancement is achieved by panning, flipping, clipping, and radiative transformations.

The network model is trained, and the simulation analysis is performed using a 3D convolutional neural network, 2D convolutional neural network, separable convolutional network, and convolutional network with skip connection operation added. Multiple gesture recognition needs to be judged in the training. The softmax function is used for training in the multi-classification process with probabilities ranging from 0 to 1. To facilitate the calculation, the cost function is chosen as the NLL function, which is a commonly used classification loss function that can be extended to multiple problem analysis. The RMSProp training optimizer is used with 32,000 iterations and a learning rate size of 0.0005. To improve the convergence speed, the learning rate decay step is set to 4000, and the decay rate is set to 0.8. A stochastic gradient descent method is used for training. In the propagation, the gradient change will occur after the introduction of the skip connection method, so the results under different learning rates are measured. The details are shown in Figure 3.
Compared with the two-dimensional convolutional neural network, the use of three-dimensional convolutional networks to optimize gesture recognition has improved performance and can increase accuracy, especially in the negative example class. In practical hybrid ELT applications, the tolerance of false positive examples is not high, so the use of 3D convolutional neural network optimization can improve the model classification accuracy. The use of skip connection can make the gradient descent smoother and the learning rate should be reduced. The computational volume, size, and accuracy under different models are measured, and the results are shown in Figure 4.

From the data in the figure, we can see that in comparison, the proposed AR model in this paper has better recall rate prediction and lower error rate. Comparatively, the other two algorithms also have their own advantages in terms of accuracy, but the model proposed in this paper reduces the amount of rate parameter calculation, improving the performance.

For convolutional neural network in the instance segmentation, the change of loss values in the training and validation sets are measured, and the measurement results are shown in Figure 5. From

Figure 4. Calculation amount, size, and accuracy under different models

Figure 5. Loss curve change
which it can be seen that the function converges in both the training and validation sets without any overfitting phenomenon.

**Analysis of Gesture Recognition Accuracy Rate**

To compare and analyze the gesture recognition results, all the gestures were divided into four categories covering upward, downward, leftward, and rightward. All five groups of experiments were conducted, with 10 times each group, and the recognition rate was measured by taking the average value. The measurement results are shown in Figure 6, and it can be seen that the recognition rate of all four gestures is above 92%, which indicates that the model has a high recognition rate.

Under the mainstream two-stage instance segmentation model, the AP values of this paper’s algorithm and other algorithms in recognizing four gestures were measured, and the measurement results are shown in Fig. 7. From the data in the figure, we can see that the upward recognition rate is the largest compared to the AP values of the other three gestures, but it is also above 92%.

**5. CONCLUSION**

This article studies the AR construction technology of the blended English teaching mode in a university environment. Using the existing mobile terminal technology that combines AR and Vuforia as the development framework and using commonly used modeling tools to achieve model construction. The teacher end can achieve model propagation, contour brushing, and surgical recognition. In addition to synchronous learning, the student end can also facilitate offline communication. To solve the problem of high computational complexity in dynamic gesture recognition, we suggest using 3D convolutional networks to simplify computational complexity and improve learning rate, to solve the gradient dispersion problem (Wang, et al., 2019). The research results show that this algorithm can achieve convergence in both the training and validation sets. Compared with other algorithms, the AR model has better recall prediction and lower error rate, and significantly improves gesture recognition rate (Skalic, et al., 2019). It should be noted that in 3D construction, AR architecture technology can be combined with VR technology. The structure
and quantity of convolutional neural networks can affect the effectiveness of gesture recognition, and the depth of network layers is also an important influencing factor. The construction of gesture recognition models needs improvement.
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