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ABSTRACT

The existing EEG emotion classification methods have some problems, such as insufficient emotion 
representation and lack of targeted channel enhancement module due to feature redundancy. To this end, a 
novel EEG emotion recognition method (SCLE-2D-CNN) combining scaled convolutional layer (SCLs), 
enhanced channel module and two-dimensional convolutional neural network (2D-CNN) is proposed. 
Firstly, the time-frequency features of multi-channel EEG emotional signals were extracted by stacking 
scl layer by layer. Secondly, channel enhancement module is used to reassign different importance to 
all EEG physical channels. Finally, 2D-CNN was used to obtain deep local spatiotemporal features and 
complete emotion classification. The experimental results show that the accuracy of SEED data set 
and F1 are 98.09% and 97.00%, respectively, and the binary classification accuracy of DEAP data set 
is 98.06% and 96.83%, respectively, which are superior to other comparison methods. The proposed 
method has a certain application prospect in the recognition of human mental state.

KEyWoRDS
Channel Semantic EEG Signals, Emotional Recognition, Enhancement, Psychology, Time-Frequency Features, 
Two-Dimensional Convolutional Neural Network

INTRoDUCTIoN

Emotions can represent the current psychological and physiological states of humans, and they 
play a vital role in cognition, decision-making, and communication. Stable and optimistic emotions 
are important indicators of mental and physical health. For example, positive emotions such as 
joy, excitement, surprise, satisfaction, love, and friendship can help stimulate healthy psychology, 
enhancing happiness, satisfaction, and self-confidence (Li et al., 2022b). On the contrary, negative 
emotions, including anger, sadness, anxiety, fear, shame, and disgust can easily lead to negative 
psychology and unhealthy physiology. With the rapid development of artificial intelligence (Tan et 
al., 2022; Jiao et al., 2022), big data (Thirumalaisamy et al., 2022), cloud computing (Vijayakumar 
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et al., 2022; Dwivedi, 2022), fog computing (Thoumi & Haraty, 2022), the Internet of Things 
(Chamra & Harmanani, 2020), smart homes (Madhu et al., 2022; Guebli & Belkhir, 2021), intelligent 
communication (Samir et al., 2020) and other fields, the application scope of human emotion 
recognition is becoming increasingly widespread. Therefore, conveniently, effectively, and accurately 
recognizing human emotions is significantly important for promoting the development of new eras 
such as artificial intelligence, Web 3.0, and the metaverse (Kouti et al., 2022).

Usually, human facial expressions, speech signals, or posture and gait are used for emotion 
recognition. However, these signals are easily influenced by human subjective characteristics 
and may not reflect the true emotional state (Zhao et al., 2023). Emotion recognition using 
electroencephalography (EEG) signals can avoid human camouflage of emotions and can provide a 
more accurate analysis of emotions by detecting electrophysiological signals (Islam et al. 2021; Li 
et al., 2019). Single channel approach (Dan, 2021) and multi-channel approach (Jie et al., 2022) can 
be distinguished according to the number of channels present in EEG signals. The main advantage 
of a single channel is high efficiency, while the main advantage of multiple channels is multi-
dimensional, comprehensive, and high recognition rate. From the perspective of feature extraction, 
it can be divided into manual feature extraction methods and deep learning-based automatic feature 
extraction methods (Ghosh et al., 2021; Appati et al., 2021). The manual feature extraction approach 
has rich prior knowledge and can fully utilize non-stationary non-linear EEG signals to achieve 
feature extraction. The deep learning-based approach can extract various types of information from 
EEG signals and usually has a higher recognition rate compared to the manual extraction approach 
(Tan et al., 2021a; Zali-Vargahan et al., 2023).

However, whether single-channel or multi-channel approaches are adopted, many existing 
approaches still have some potential problems. The multi-channel EEG data is large and contains a 
lot of redundant information, which is not highly relevant to the emotion recognition task of EEG, 
resulting in insufficient representation of emotion information. Since the importance of each channel 
in the original EEG signal is the same, it is difficult to effectively enhance the EEG signal of different 
channels to improve the recognition performance.

To resolve the above-mentioned issues, this paper proposes a method for emotion recognition 
from EEG signals (SCLE-2D-CNN) that incorporates SCL, enhanced channel modules, and 2D-CNN. 
The proposed method achieves accurate emotion recognition through multi-channel time-frequency 
feature extraction and enhancement of EEG signal channels. The main innovation points are:

1)  The proposed method aims to improve the representation of emotional information in EEG 
signals by automatically extracting time-frequency features from multi-channel EEG signals. 
This is achieved by integrating the time and frequency dimensions of the original EEG signals 
into the stacked SCLs.

2)  To enhance the effective emotional information in time-frequency features and suppress the 
negative impact of redundant information, the proposed method constructs an EEG enhancement 
module utilizing an attention mechanism. The enhancement module assigns different weights to 
each EEG channel in the network, this contributes to improved accuracy in recognizing emotions.

3)  Through the direct connection of four convolutional layers, a two-dimensional CNN (2D-CNN) 
model is employed to accurately identify the emotions of EEG signals and investigate the deep 
local spatiotemporal features of EEG signals.

This method shows great potential for various practical applications. For example, the medical 
field (Mandle et al., 2022), smart home, education field, intelligent transportation, mental illness 
warning, and so on.
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RELATED WoRKS

Numerous studies have been conducted on feature extraction and emotion recognition of EEG signals, 
which have achieved certain research results.

Emotion Recognition Based on Machine Learning
Bhosale et al. (2022) proposed a novel approach to emotion classification by introducing modifications 
to the EEG signal-based emotion recognition process, which ensured the accuracy of emotion 
classification in different spaces while improving the classification efficiency. However, this method 
lacks high-performance classifiers. Salankar et al. (2021) proposed a high-precision classifier for 
recognizing emotions from EEG signals. However, this extraction method is relatively simple and 
difficult to apply to complex EEG signals. Subbasi et al. (2021) proposed a new lightweight automatic 
emotion recognition framework that combines discrete wavelet transform with a rotating forest set 
classifier to effectively achieve lightweight recognition and classification of emotion signals. Tan et al. 
(2021b) presented a multimodal approach for emotion recognition that combines facial expressions and 
electroencephalography (EEG). To address the issue of limited data, they employed the Monte Carlo 
method. However, this approach may not effectively capture deep local spatiotemporal features from 
EEG signals. In contrast, Liu and Fu (2021) proposed an emotion recognition method that integrates 
support vector machine (SVM) with multi-channel EEG and text features in the time domain. However, 
this method solely focuses on time domain features and overlooks frequency domain features, leading 
to potential limitations in recognition performance.

Emotion Recognition Based on Deep Learning
Shi et al. (2021) introduced a method for EEG-based emotion recognition that utilizes 2D-CNN and 
attention mechanisms. However, this method does not consider the influence of multi-channel factors, 
resulting in poor recognition effect. Olamat et al. (2022) developed an emotion detection method that 
involves multivariate empirical mode decomposition of EEG signals, leading to improved accuracy in 
emotion classification. However, the effectiveness of one-dimensional CNN in extracting deep local 
spatiotemporal features from EEG signals may be limited. In a different approach, Kumar and Suresh 
(2021) introduced a multi-objective classifier based on deep neural networks for the feature subset 
obtained from mixed feature extraction of EEG. This method enhances the accuracy and predictability 
of emotion classification in various conversation scenarios. Furthermore, Chen et al. (2021) proposed 
a multi-modal fusion method for emotion recognition using the Dempster-Shafer evidence theory. This 
approach effectively enhances the accuracy of emotion recognition by combining multiple modalities. 
However, this method cannot distinguish the importance of different channels, and it is difficult to 
effectively use important channels to improve the recognition performance.

Motivation
The above analysis highlights that the existing emotion classification methods for EEG signals often 
have several issues, such as insufficient emotional representation caused by feature redundancy, 
lack of targeted channel semantic enhancement modules, and insufficient enrichment of deep-level 
features extracted. To better address these issues, a fusion emotion recognition network structure 
based on SCLs, EEG channel semantic enhancement module, and 2D-CNN is proposed in this paper. 
The proposed network can integrate the time and frequency dimensions of the initial EEG signal to 
automatically extract features, strengthening the learning ability of the network for important channels 
through the EEG channel semantic enhancement module and reducing the influence of unimportant 
channels. Hence, the proposed framework achieves improved EEG emotion recognition performance.
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PRoPoSED EEG SIGNAL EMoTIoN RECoGNITIoN METHoD

overall Structural Model of SCLE-2D-CNN
Figure 1 depicts the proposed EEG emotion recognition network, with multi-channel raw EEG 
emotion signals as inputs and positive, neutral, or negative emotions as outputs (Chen et al., 2021). 
In the proposed framework, the automatic time-frequency feature extraction module consists of SCLs 
that are independent of multiple channels and have the same number as the inputted EEG channels. 
The EEG channel semantic enhancement module consists of a global average pooling (GAP) layer, 
two full connection layers, ReLU activation function, and sigmoid activation function layers. The 
depth feature change module consists of three layers of 2D-CNN layers. Finally, the Softmax layer 
is used to classify EEG emotions. The SCL module is designed to capture features across various 
frequencies and time scales, enabling the model to gain a deeper understanding of the time-frequency 
characteristics present in EEG signals. The EEG channel enhancement module further processes 
and enhances the features obtained from the automatic time-frequency feature extraction module. 
Additionally, the global averaging pooling layer reduces the feature dimension and extracts the overall 
EEG feature. The fully connected layer, along with the activation function layer, is responsible for 
learning and extracting higher-level features that effectively represent the emotional information 
contained within the EEG signal.

Figure 1. Overall framework of the SCLE-2D-CNN
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The SCLE-2D-CNN is an end-to-end emotion recognition network, where each EEG channel 
is independently assigned a SCL to obtain its time-frequency features (Jiang et al., 2021). The EEG 
physical channel is directly enhanced by utilizing the attention mechanism. The EEG channel semantic 
enhancement module produces a one-dimensional vector of importance, which is then weighted and 
multiplied with time-frequency features to obtain the enhanced recalibrated EEG channel features. 
Then, the deep information of the EEG signal is extracted through 2D-CNN, and finally, a fully 
connected neural network is employed for emotion recognition and classification.

EEG Data Preprocessing
Generally, signal enhancement techniques (Oscar et al., 2022) are used to pre-process the original data 
set. Commonly used signal enhancement techniques include wavelet transform (Subasi, et al., 2021) 
and wavelet packet transform (WPT) (Kumar et al., 2022). Wavelet transforms may not be efficient in 
decomposing and representing signals with abundant detailed information. On the other hand, the WPT 
offers a more refined decomposition of the high-frequency component. It can dynamically select the 
optimal wavelet basis function based on the signal’s characteristics. As a result, the WPT outperforms 
the standard wavelet transform in terms of time-frequency localization analysis, particularly for signals 
that contain substantial middle and high-frequency information. EEG signals are non-stationary and 
contain a great deal of detailed information. Therefore, the proposed method uses WPT to enhance 
the signal and improve the time-frequency resolution of the signal.

WPT is a further optimization of the wavelet transform, which mainly achieves more accurate 
signal decomposition than the wavelet transform by halving the various scales and sub-bands of the 
decomposition filter. Given the orthogonal scaling function j t( )  and wavelet function y t( ) , the 
two scaling equations are:
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The reconstruction formula based on wavelet packet coefficients is:
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WPT uses aperiodic signals and scales the basis function coefficients of the translation transform 
to create a time-frequency scale graph. This graph can be used to analyze the position and frequency 
of the sudden changes in the signal. WPT can also be used to filter the signal by selectively removing 
a portion of the coefficients and then transforming them back into the time domain.
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Time-Frequency Feature Extraction
The multi-channel EEG emotion signals after EEG preprocessing become time series signals and 
have the problem of insufficient emotional information representation. To combine the abundant 
information of time and frequency dimensions in EEG signals, emotion features can be derived 
automatically from temporal EEG signals. At the same time, deep learning technology can be used 
to automatically extract further high-dimensional feature tensors from EEG signals. After obtaining 
preprocessed multi-channel EEG signals, a feature extraction module utilizing SCLs is employed to 
automatically extract time-frequency features from multi-channel EEG emotion signals.

SCL is a neural network layer that extracts features of one-dimensional time series signals. The 
overall structure of the SCL model is illustrated in Figure 2. The input of SCL can be any length of 
EEG emotion signals (Hu et al., 2021). For each SCL, there will be a scaled convolutional kernel (SCK) 
for cross-correlation calculation with EEG emotion signals. Each EEG channel will be independently 
assigned an SCL to extract time-frequency features of emotion signals from different EEG channels.

For each SCL of the EEG channel, the initial SCK is used for cross-correlation calculation with 
the EEG emotion signal. To maintain the same output length after each cross-correlation calculation, 
the initial SCK is set as an odd number in order to ensure consistency. Then, the SCK of the EEG 
channel is down sampled by continuously scaling the size of the convolutional kernel until the set 
lower bound of the SCK is reached. Next, the time-frequency characteristic map corresponding to 
the EEG channel is obtained. The SCL is calculated as follows:

F l b l l F
out in( ) = ( )+ ( )⊗( )δ ζ ω λ,  (4)

where F
in

 and F
out

 are the input one-dimensional EEG emotion signals and the output time-frequency 
feature matrices, respectively; b  is the offset generated by scaling the convolutional kernel each time; 
l  is the weight of the input one-dimensional time series signal, z  is the pooling operator that down 
samples the weight of an average convolution check with a window size of 2, and is executed once 

Figure 2. Overall structure of the SCL model
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until the set lower bound of the scaled convolution kernel is reached; l  is the level of control scaling; 
d ⋅( )  is the activation function of scaling convolution layer; w  is the weight of the SCK; and Ä  
represents a cross-correlation operator, which is expressed as follows:
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where S  is ζ ω,l( ) , which is the SCK after down sampling; F
in

 is the input one-dimensional time 
series signal in this network layer; K  represents the total length of the time series signal data; n  is 
an independent variable; and s  is the sum variable. S  slides on F

in
, that is, the input one-dimensional 

EEG emotion signal, and the SCK continuously slides and performs cross-correlation calculations.
For each EEG channel, independent SCL is used to obtain the two-dimensional time-frequency 

information on that channel, and then the two-dimensional time-frequency features are stacked on 
the channel dimension, obtaining the three-dimensional time-frequency feature tensor of the entire 
EEG emotion signal (Rahman et al., 2021).

EEG Channel Semantic Enhancement
For enhancing the relationship between distinct EEG channels (Yu et al., 2022), an EEG channel 
semantic enhancement module was designed based on the attention mechanism. Different EEG 
channels were assigned different weights to enhance the channels related to emotion recognition tasks 
while suppressing the unrelated channels. For EEG emotion signals, H h h h

N
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where e h q
i
,( )  is the attention scoring function, and various methods such as additive models and 

dot product models can be used to achieve calculations.
In the EEG channel semantic enhancement module, the Squeeze and Excitation Network (SENet) 

attention mechanism is used for EEG physical channel enhancement. The SENet is more easily 
embedded into existing mainstream deep neural networks than other attention mechanisms (Naser & 
Saha, 2021). Figure 3 depicts the network structure of the EEG channel semantic enhancement module.

The EEG channel semantic enhancement module is established on top of the time-frequency 
feature extraction module, where the input and output of the time-frequency feature extraction module 
are H R

in
G W C∈ ′× ′× ′  and H R

out
G W C∈ × × , respectively, where C is the physical channel dimension of 

the EEG. Since the extracted time-frequency feature is the local Receptive field of each EEG channel, 
information outside the Receptive field cannot be used. Therefore, the GAP operation is performed 
on the time-frequency feature maps obtained from each EEG channel. z RCÎ  represents the result 
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of performing GAP on the W*G spatial dimension of the time-frequency feature, and each element 
z
c

 in z is represented as follows:

z F u
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To simultaneously enhance the nonlinearity of features after GAP and understand the correlation 
between the EEG channels, it is necessary to ensure that the importance of multiple EEG channels 
is enhanced, rather than just a single EEG channel. This is done by adding two fully connected layers 
after the GAP layer. The FC output f  is represented as:
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, and r denotes the hyperparameter used to reduce the FC dimension.

Finally, the one-dimensional vector output from the Sigmoid activation function is weighted and 
multiplied with the three-dimensional time-frequency feature tensor. The final output result 
� � � � �H h h h

C
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1 2

, , , of the EEG channel semantic enhancement module is obtained through Equation (9):

h F u u
c scale c c c c
= ( ) =,f f  (9)

where, F
scale

is the product of each EEG channel and u R
c

H W∈ × .
Setting the dimensionality reduction compression ratio r  in the EEG channel semantic enhancement 

module to decrease the dimensions of the fully connected layer, dimensionality reduction techniques 
that are employed can decrease the computational complexity of the EEG channel semantic enhancement 
emotion recognition network, and enhancing the network’s nonlinear capability is achieved to boost its 
nonlinear capacity. The GAP of time-frequency feature tensors further enhances the global receptive 

Figure 3. Network structure of EEG channel semantic enhancement module
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field of the network. Additionally, the use of two fully connected layers in this module also enhances 
the nonlinear transformation ability of the network. Ultimately, the importance of EEG channels related 
to emotion recognition is enhanced, while suppressing irrelevant EEG channels.

Deep Local Spatiotemporal Feature Extraction Using 2D-CNN
The proposed method utilizes the 2D-CNN model to mine deeper local spatiotemporal features of 
EEG channels. The 2D-CNN network structure is depicted in Figure 4. The 2D-CNN model takes in a 
three-dimensional data structure that includes both spatial and temporal information. The CNN network 
captures spatial features from each two-dimensional mesh matrix of EEG data and subsequently 
organizes these extracted spatial features in a chronological sequence. The data is then inputted into 
a CNN network to continue extracting deep local spatiotemporal features of EEG data. Finally, the 
output of the CNN network is passed through a fully connected layer. The resulting feature vectors 
are then fed into a Softmax layer to predict the emotion category.

The proposed method utilizes a CNN network consisting of four convolutional layers and one fully 
connected layer to process a sequence of two-dimensional mesh matrices as input, converting it into 
a sequence with spatial feature vectors. Instead of using pooling operations for data dimensionality 
reduction, the proposed method directly connects four convolutional layers. The 2D-CNN model 
consists of four convolutional layers, each layer using 16, 32, 64, and 128 convolutional kernels of 
size 3*3 for non-filled convolution operations.

Design of Emotion Classifier
The SCLE-2D-CNN model employs a loss function to measure the disparity between the predicted 
outcomes and the ground truth values (Jana et al., 2022; Javidan et al., 2021). The Softmax function 
calculates the probability of a class of elements by dividing the exponent of a class of elements by 
the sum of the exponents of all elements, as shown in Figure 5. The input to the Softmax function 
is the vector x, and the calculated output is the vector y, where each element of y is the probability 
between 0 and 1. The sum of Softmax values for all elements is 1.

Figure 4. Overall structure of 2D-CNN model
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Given that emotions in EEG signals are categorized into three classes: positive, neutral, and 
negative, it is a multi-classification problem. For input data x, the probability size calculated for each 
classification category k is P y k x= =( ) , so the Softmax regression formula is expressed as:
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where, q  represents the parameter for model training.

EXPERIMENT AND ANALySIS

Experimental Environment
Table 1 outlines the particular environment settings.

Figure 5. Calculation principle of softmax function

Table 1. Experimental Environment Setting

System environment Settings

Processor I7-13800H

Graphics card NVIDIA GeForce GTX 1050Ti

Operating system Windows10 64

Hard disk SSD

Deep learning framework Tensorflow-gpu2.0.0rc0,Opencv-python4.4.0.46,keras2.3.1
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Datasets
The experiments were conducted using two datasets: the DEAP dataset and the SEED dataset.

The DEAP dataset, designed for emotion analysis using EEG, physiological, and video signals, is a 
publicly available dataset. It consists of 32 channels of EEG and eight channels of peripheral physiological 
signals from 32 participants. In the experiments, only the EEG signals from the 32 channels were 
utilized. The EEG signals were initially sampled at 512Hz, then down sampled to 128Hz. They were also 
subjected to bandpass filtering within the range of 4.0–45.0Hz, and any EOG artifacts were removed.

The SEED dataset is the processes involved in data collection, labeling, and other aspects 
adhering to rigorous standardization. Each participant watched 15 Chinese movie clips, each lasting 
about four minutes. The emotions in the movie clips were divided into three types: positive, neutral, 
and negative, with five movie clips for each emotion. Each participant participated in three separate 
experiments, each occurring approximately one week apart.

Evaluation Indicators
Performance measurement is an evaluation of the generalization ability of a classifier to generalize to 
new data, or its ability to make accurate predictions on data that it has not been trained on. According 
to the true and predicted categories of the sample, it is divided into True positive (TP), False positive 
(FP), True negative (TN), and False negative (FN).

1)  Accuracy (A
cc

) is the proportion of correctly predicted results to the overall sample size and is 
calculated as:

A
TP TN

TP TN FP FNcc
=

+
+ + +

 (11)

2)  Precision (P
re

) represents the probability of the actual positive samples among the predicted 
positive samples. It is calculated as:

P
TP

TP FPre
=

+
 (12)

3)  Recall (R
e

) is the probability of being predicted as a positive sample in the actual positive sample 
and is calculated as:

R
TP

TP FNe
=

+
 (13)

4)  F1 Score is the weighted harmonic average of Recall and Precision. It is calculated as:

F
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The computational complexity of SCLE-2D-CNN mainly depends on three parts: the 
computational complexity of the wavelet packet transform isO n n( log ) , where n is the length of the 
original EEG signal. The computational complexity of scaling convolution layers depends mainly 
on the number of layers and the size of the convolution kernel, i.e. O n( )2 . The computational 
complexity of 2D-CNN depends mainly on the depth of the network and the number of parameters, 
which is O n( )2 . The total complexity is:

O n n O n O n O n n n( log ) ( ) ( ) ( log )+ + = +2 2 22  

MoDEL TRAINING

Training of Loss and Accuracy
Figure 6 illustrates the training progress curves of the SCLE-2D-CNN model on both the DEAP and 
SEED datasets.

As shown in Figure 6, the average error loss on the SEED training set exhibited a notable surge 
followed by a swift decline, but overall, it decreased and continued to approach zero as the number 
of iterations increased. The loss value on the DEAP training set can quickly converge and approach 
zero. The training accuracy on the DEAP and SEED datasets ultimately converged to around 0.98 and 
0.97, respectively. The training accuracy on the SEED dataset converges slowly and tends to stabilize 
when the number of iterations is about 2,000. The reason for the oscillation of the Loss_SEED curve 
may be that the hyperparameter rate for learning is set too high. At the beginning of the training, 
the performance of the model improves rapidly. It can be argued that the SCLE-2D-CNN model can 
achieve fast convergence on both datasets and has ideal training results.

Figure 6. Training curves of SCLE-2D-CNN model on two datasets
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Training of Learning Rate
To ensure a reasonable convergence process for the model, the SCLE-2D-CNN adopted the CyclicLR 
learning rate adjustment strategy, as shown in Figure 7.

Figure 7 shows that the learning rate gradually increases during the first few rounds with a small 
initial value. This prevents oscillation when the initial loss value is large. After the loss gradually 
decreases, the learning rate also gradually increases to the set maximum value, taking 0.01 as an 
example. At this point, the model may fall into a local optimum, and a higher learning rate can help 
it escape the local optimum and move toward the possible global optimum. By repeatedly changing 
the learning rate throughout the entire training process, the model is more likely to find the global 
optimal solution. In the final stage of training, a smaller learning rate can be used to approach the 
global optimum more precisely.

Performance Verification of Time-Frequency Feature Extraction
To demonstrate the efficacy of time-frequency feature extraction methods, taking the SEED dataset 
as an example, tenfold cross-validation was used for experimental comparison. The experimental 
samples were divided into training and validation set samples in a 5:1 ratio. Simultaneously, the 
proposed model compared SCL with differential entropy, power spectrum, and wavelet entropy. 
Table 2 presents the accuracy of emotion classification using different feature extraction methods.

Table 2 shows that all the models can achieve good recognition results. Among them, the proposed 
model which uses SCL to extract time-frequency features can obtain the best results, with an average 
accuracy of up to 98.09%.

Statistical analysis shows that the standard deviation of time-frequency features extracted using 
SCL is smaller than that of features extracted using other methods, indicating better stability. The 
EEG signal contains both time and frequency dimension information. When extracting time-frequency 

Figure 7. Change curve of CyclicLR learning rate
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features from EEG signals using differential entropy, power spectrum, and wavelet entropy, it can 
be challenging to balance the information from both dimensions, resulting in inadequate emotional 
representation. To address this issue, the proposed SCLE-2D-CNN model effectively captures time 
and frequency information from multiple channels by employing stacked SCLs, resulting in richer 
emotional features and ensuring emotion classification accuracy.

Performance Verification of Deep Spatiotemporal Feature Extraction
To demonstrate the classification performance of 2D-CNN, it was compared with the emotion 
recognition results of SVM, random forest algorithm (RF), and CNN classifier (Xing et al., 
2019). Experiments were conducted on the DEAP dataset to perform binary classification in 
the arousal and valence dimensions. Figure 8 illustrates the recognition accuracy of subjects 
using various classifiers.

Figure 8 shows that the RF classifier has significantly lower accuracy than other models, 
with large fluctuations. Its average recognition accuracy is around 84%. This may be due to 
the excessive number of RF parameters, complex parameter tuning, and algorithm settings not 
applicable to all subjects. Compared with the RF algorithm, the other three models have achieved 
satisfactory results in emotion recognition on both datasets, with an accuracy rate of over 90%. 
Due to the capacity of the 2D-CNN model to understand deeper spatiotemporal features, the 
accuracy of emotion recognition for multi-channel raw EEG signals is higher, approaching 97%. 
However, the SVM model has certain shortcomings in recognizing multi-classification problems. 
Hence, the emotion recognition accuracy is about 90%. Since the learning depth of CNN is not 
deep enough, the emotion recognition accuracy is around 93%. The obtained results demonstrate 
that in multi-channel EEG emotion recognition tasks, 2D-CNN has better deep spatiotemporal 
feature extraction ability than other machine learning models.

Table 2. Accuracy of Emotion classification under different feature extraction methods

Subject Wavelet entropy/% Power spectrum/% Differential entropy/% SCL/%

1 90.45±2.5 91.38±1.5 92.09±1.2 94.12±1.1

2 90.48±2.9 92.91±1.7 93.37±2.9 96.77±1.5

3 96.51±1.8 95.72±2.9 97.85±0.8 98.05±1.0

4 89.61±3.9 91.84±3.9 93.45±1.9 96.95±1.3

5 96.98±1.7 96.75±0.1 98.52±2.8 98.14±1.2

6 90.69±1.4 92.98±3.6 93.25±1.4 96.92±1.2

7 94.07±3.5 94.46±3.3 95.87±2.5 98.20±0.5

8 98.93±0.7 97.13±1.9 98.02±0.3 98.23±1.2

9 95.81±2.4 96.52±2.9 97.71±1.4 97.64±0.9

10 95.96±2.5 97.06±0.1 98.38±1.5 98.43±0.8

11 96.05±2.1 96.59±1.4 97.65±1.9 98.19±0.6

12 92.52±4.8 94.74±0.4 95.70±0.3 97.17±1.2

13 93.89±3.0 94.28±2.6 95.93±2.0 97.49±1.3

14 94.56±3.2 95.57±2.3 96.08±1.2 97.12±1.0

15 95.20±2.9 95.92±1.5 96.31±1.6 97.52±1.3

Mean value 94.11±2.6 94.92±1.9 96.08±1.4 97.09±1.0
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Comparison With other Advanced Models
Both subject-dependent and subject-independent experiments were conducted, designed to compare 
and analyze the emotion performance of four models including the 2DCNN-BiGRU model (Shi et al., 
2021), the HF-DNN model (Kumar & Suresh, 2021), the SVM-LSTM model (Chen et al., 2021), and 
the proposed SCLE-2D-CNN. Experiments were designed on the DEAP dataset to perform binary 
classification and four-class classification under two dimensions, namely arousal and valence. The 
accuracy and F1 value of the three-class classification experiments were mainly given on the SEED 
dataset. The corresponding results on the two datasets are listed in Tables 3 and 4.

Table 3 shows that in the subject dependent experiment, the proposed model achieves high accuracy 
in binary classification, with 96.96% and 96.83% accuracy in the arousal and valence dimensions of 

Figure 8. Recognition accuracy of subjects under different classifiers
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the DEAP dataset, respectively. Additionally, it achieves a quadrivariate classification accuracy of 
94.82%. Table 4 demonstrates the model’s impressive performance in subject-related experiments 
on the SEED dataset, with accuracy and F1 values reaching 98.09% and 97.05%, respectively. On 
both datasets, most comparison models perform worse in subject-independent experiments than in 
subject-dependent experiments. This may be because these models are not specifically designed for 
scenarios that are independent of the subject.

However, mixed features contain redundant information that can lead to under expression of 
emotion. Taking DEAP data as an example, in the subject-dependent experiment, the binary results 
of high frequency dnn in the arousal dimension and titer dimension are only 91.88% and 91.27%, 
respectively. The SCLE-2D-CNN model proposed in this paper outperforms the 2DCNN-BiGRU 
model on the SEED dataset, and the F1 score of the subject correlation experiment reaches 96.96%. 
Although the 2DCNN-BiGRU model takes into account the spatio-temporal characteristics of the 
signal, the lack of attention to the multi-channel factors results in lower recognition results than the 
proposed model. In summary, the SCLE-2D-CNN model proposed in this paper has higher accuracy 
and better generalization ability.

Ablation Experiments
The effects of time-frequency features and EEG channel semantic enhancement module on emotion 
recognition performance were further discussed through ablation experiments and analysis. Firstly, 

Table 3. Recognition results of different models on the DEAP datasets

Approach Compared models
Binary classification (%) Four-class 

classification (%)Arousal Valence

Subject-Dependent

2DCNN-BiGRU 96.01 95.65 93.58

HF-DNN 91.88 91.27 88.57

SVM-LSTM 95.32 95.06 93.69

SCLE-2D-CNN (ours) 96.96 96.83 94.82

Subject-Independent

2DCNN-BiGRU 79.95 78.04 76.36

HF-DNN 74.30 73.69 71.51

SVM-LSTM 78.76 77.32 74.03

SCLE-2D-CNN (ours) 80.29 80.58 78.75

Table 4. Recognition results of different models on the SEED dataset

Approach Compared models Accuracy/% F1/%

Subject-Dependent

2DCNN-BiGRU 97.55 96.23

HF-DNN 91.47 91.22

SVM-LSTM 95.26 94.89

SCLE-2D-CNN (ours) 98.09 97.05

Subject-Independent

2DCNN-BiGRU 84.25 84.03

HF-DNN 79.78 78.82

SVM-LSTM 82.10 81.86

SCLE-2D-CNN (ours) 85.58 85.49
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SCL and EEG channel semantic enhancement modules are removed from the model. Then, the time-
frequency characteristics and the function of EEG channel semantic enhancement module are studied in 
turn. The results of the ablation experiment taking SEED data set as an example are shown in Table 5.

Table 5 shows that adding an SCL module to the baseline can extract high-dimensional feature 
tensors from signals and improve recognition accuracy. After the introduction of SENet, SCL modules 
were stacked and SENet modules were configured for each channel of EEG signal. This enhanced 
the channels related to emotion recognition tasks and suppressed the channels unrelated to them, 
allowing EEG signals to be recognized more accurately. Consequently, the accuracy of positive, 
neutral, and negative emotions achieved by the suggested SCLE-2D-CNN model reached 98.71%, 
97.38%, and 98.18%, respectively. These results indicate that the time-frequency features and EEG 
channel semantic enhancement module are effective in recognizing emotions on EEG signals.

CoNCLUSIoN

This paper introduces a novel method for EEG signal emotion recognition called SCLE-2D-CNN. 
The proposed method effectively incorporates the time-frequency information of multi-channel EEG 
signals, enabling a comprehensive exploration of the relationship between emotional dimensions and 
EEG channels. The experimental results on the DEAP and SEED datasets demonstrate the method’s 
ability to achieve reliable recognition of EEG signal emotions.

1)  By stacking SCL, the feature extraction effect can be improved; the proposed method ensures 
high accuracy in classifying emotions. The average accuracy of the proposed SCLE-2D-CNN 
in emotion classification on the SEED dataset reaches 98.09%.

2)  The SCLE-2D-CNN model enhances the effective emotional information in time-frequency 
features through the EEG channel semantic enhancement module and introduces 2D-CNN for 
emotion classification. On the SEED dataset, the accuracies of positive, neutral, and negative 
emotions are 98.71%, 97.38%, and 98.18%, respectively, which are superior to other newer 
comparative models.

Human emotions are often expressed through multiple modalities such as EEG, images, speech, 
and text. The proposed model only considers the EEG signals, which cannot fully capture the 
complexity of human emotions. Therefore, in the future work, some other advanced deep learning 
networks, such as graph neural networks (GNN) (Li et al., 2022a), and BiLSTM (Rahman et al., 2022), 
new emotion recognition architectures will be introduced to enhance the classification performance 
of EEG emotion recognition tasks.

Table 5. Results of ablation experiment on SEED dataset

Model
Recognition accuracy/%

F1%
Positive emotion Neutral emotion Negative emotion Average

baseline 95.18 94.45 95.37 95.00 95.23

baseline+SCL 97.56 96.81 97.29 97.22 96.86

baseline+SCL+SENet 98.71 97.38 98.18 98.09 97.05
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APPENDIX

Table 6. Equation reference

o
t pulse response coefficients.

v
t pulse response coefficients.

d
j
n2

wavelet packet coefficients

d
j
n2 1+

wavelet packet coefficients

H
in input signals

H
in output time-frequency feature matrices

z pooling operator

w weight of the SCK

K total length of the time series signal data

s sum variable

g one-dimensional time series signal

q query vector

p
i probability distribution

z result of performing GAP

s Sigmoid activation functions

k ReLU activation functions

q parameter for model training


