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ABSTRACT

When a cyber incident occurs, organizations need to identify the attack’s impacts. They have 
to investigate potentially infected devices as well as certainly infected devices. However, as an 
organization’s network expands, it is difficult to investigate all devices. In addition, the cybersecurity 
workforce shortage has risen, so organizations need to respond to incidents efficiently with limited 
human resources. To solve this problem, this paper proposes a tool to assist an incident response 
team. It can visualize ATT&CK techniques attacker used and, furthermore, detect lateral movements 
efficiently. The tool consists of two parts: a web application that extracts ATT&CK techniques from 
logs and a lateral movement detection system. The web application was implemented and could map the 
collected logs obtained from an actual Windows device to the ATT&CK matrix. Furthermore, actual 
lateral movements were performed in an experimental environment that imitated an organizational 
network, and the proposed detection system could detect them.
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INTRodUCTIoN

The1* number of cyberattacks continues to increase in the United States. The Internet Crime Complaint 
Center (IC3), managed by the FBI, serves as a central hub for reporting cybercrime and welcomes 
reports from anyone who believes they have been a victim of internet crime, including individuals, 
businesses, and other organizations. It reported that 847,376 complaints about cyberattacks were 
reported by members of the American public in 2021, regardless of their organizational affiliation 
and the type of cyberattack. The number of complaints has increased approximately 2.8 times 
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compared to five years ago (Internet Crime Complaint Center, 2022). In addition, cyberattack 
techniques are also becoming more sophisticated. Therefore, it has become challenging to prevent 
all cyberattacks completely. Given this trend, it is very important to detect cyberattacks quickly and 
take countermeasures to minimize the damage. (Prompt detection and countermeasures are termed 
“incident response”). 

When it is clear that cyber-incidents have happened in organizations, the incident response team 
has to conduct an initial analysis to confirm the extent of the incident. This includes determining 
which networks, systems, or applications are affected, what is the source of the incident, and how the 
incident is being carried out (e.g., the attack techniques and tools being used and the vulnerabilities 
being exploited; Scarfone et al., 2008). However, it is inefficient and even impossible for the team to 
analyze all devices, systems, and services in the organization, because organizations’ internal networks 
are getting larger and more complex. Furthermore, it is also pointed out that the cybersecurity industry 
now faces a critical shortage of skilled workers. This means that incident response teams are forced 
to conduct efficient incident responses with limited human resources.

our Contribution
In order to solve the above problems, this paper proposes an automation tool to help organizations’ 
incident response teams conduct more efficient incident responses. The proposed tool consists of 
two parts. The first is a web application to extract ATT&CK techniques from Sysmon log data. It can 
also visualize the ATT&CK techniques the attacker used by mapping the techniques to the ATT&CK 
matrix. The second part is an automatic lateral movement detection system based on the similarity 
scores between the initially compromised devices and other devices. The scores are calculated by 
using the techniques extracted by quantification theory type 3.

We implemented a web application to realize our proposed method. We also prepared an 
experimental environment simulating an organizational network, simulated actual attacks, and 
confirmed that mapping Sysmon logs obtained from Windows terminals to ATT&CK enabled us 
to visualize attackers’ movements. In addition, we confirmed the usefulness of a method to find 
undetected infected terminals by quantifying the similarity of these ATT&CK techniques. In the 
following discussion, the main contributions of this paper are summarized:

• Proposal of a method to automatically extract ATT&CK Techniques from collected Sysmon logs.
• Proposal of a method to efficiently find which devices are infected, by lateral movement based 

on similarity to initially infected devices using quantification theory type 3.
• Development of a web application to realize the proposed methods and confirm their effectiveness.

Roadmap
This paper is organized as follows: Section 2 describes the techniques related to our research and 
lists previous works to clarify our contributions compared to them. Then, the authors’ proposals are 
explained in Section 3. The results are described and discussed in Section 4. Finally, conclusions 
are shown in Section 5.

LITeRATURe ReVIew

In our proposed method, to detect attackers’ lateral movement, we utilize MITRE ATT&CK, a 
multivariable analysis method, Atomic Red Team, and Windows Sysmon logs. This section explains 
each of these techniques, lists previous research related to them, and reveals our research position.
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MITRe ATT&CK
ATT&CK is a knowledge base on cyberattack tactics and techniques based on actual attacks that have 
occurred in the past, created by MITRE, a nonprofit organization in the US (the MITRE Corporation, 
2023). ATT&CK consists of five components: tactics, techniques, adversary groups, software, and 
mitigations, which respectively address the tactical goals of attackers, the technical methods used to 
achieve the tactics, the attackers who conduct cyberattacks, the tools used in attacks, and the mitigation 
measures used to prevent the attacks. These elements are illustrated in Figure 1. ATT&CK is divided 
into enterprise, mobile, and industrial control systems. As of August 2022, 14 tactics, 191 techniques, 
and 133 adversary groups have been published for enterprise ATT&CK.

There are various types of cyberattack prediction or attacker behavior visualization methods 
utilizing ATT&CK. Al-Shaer et al. (2020) proposed a system to predict late-stage attacks using 
hierarchical clustering of the APT and software attacks reported in MITRE ATT&CK. There were 
98 attacks associated with some techniques, of which 78% showed significant mutual information 
content. The system proved to be highly predictive. Elitzur et al. (2019) created the “Attack Hypothesis 
Generator” system from the knowledge graph using ATT&CK. It could provide attack hypotheses 
from their five recommendation algorithms and preliminary analysis by security analysts. Kuppa et 
al. (2021) introduced a multi-label text classification (MLTC) task that maps CVE texts to ATT&CK 
techniques using natural language processing (NLP) techniques and the MLTC model, and a multi-
head coupled embedded neural network architecture was proposed. This labeling technique allowed 
us to map 17 techniques. Andrew et al. (2021) evaluated natural language NLP techniques that map 
Linux bash commands to MITRE ATT&CK tactics and techniques. They collected Linux bash 
commands and their associated descriptions and MITRE ATT&CK descriptions, performed some 
preprocessing to remove stop words and symbols, and projected the resulting sentences into vectors 
using various methods: Bag of Words (BoW), Term Frequency-Inverse Document Frequency (TF-
IDF), and pre-trained NLP techniques such as word embeddings to map Linux commands to ATT&CK 
techniques, sub-techniques, and ATT&CK tactics. Sadlek et al. (2022) proposed the kill-chain 
attack graph, combining Cyber kill-chain, ATT&CK, and STRIDE as a threat analysis model. Their 
approach can predict the flow of attacker behavior. It enabled administrators to check the attackers’ 
kill-chain phase and take more appropriate countermeasures to mitigate possible cyber threats. Cho 
et al. (2018) proposed a new cyber kill-chain model and developed Cyber Common Operational 
Picture (CyCOP). It can visualize the current situation in cyberspace by utilizing MITRE CAPEC and 

Figure 1. ATT&CK Model Relationships (The MITRE Corporation, 2020)
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MITRE ATT&CK. Cyber threats are classified into ATT&CK tactics and techniques at each phase in 
the cyber kill-chain. Their proposed method can help people to predict cyberattacks. Kuwano et al. 
(2022, 2023) proposed a method to predict additionally compromised devices by lateral movement 
from an initially infected one using quantification theory type 3 and the ATT&CK technique. This 
method maps the logs of each device to ATT&CK techniques and predicts the infected device by 
calculating the similarity score of different devices’ logs.

Quantification Theory Type 3
Multivariate analysis is a general term for statistical techniques for analyzing and summarizing 
multiple data sets to discover hidden associations. Multivariate analysis includes cluster analysis, 
principal component analysis, etc., which are commonly used in marketing and medicine (Katz, 
2011). Quantification theory type 3, which is used in this study, is also a type of multivariate analysis.

These methods can be categorized on the basis of whether they involve an objective variable. In 
scenarios without an objective variable, explanatory variables are further divided into quantitative or 
categorical data. Quantification Theory Type 3 is a method that operates without an objective variable 
and utilizes categorical data as the explanatory variable. This technique is particularly effective in 
discerning similarities among samples. In this research, we quantify each device’s behavior using 
the ATT&CK technique and analyze it with Quantification Theory Type 3 to identify similarities 
between devices.

Because of the large number of samples and categories, we use a matrix to perform Quantification 
Theory Type 3. The algorithm is described using data with four samples and two categories as 
examples. Let a  be the matrix of sample data, b  be the matrix of categorical data, D  be the data 
matrix, A be the matrix with the number of each sample diagonal, and B  be the matrix with the 
number of each category diagonal.
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The goal is to find a j  and bj  that yield the largest correlation coefficient between the sample 
data and categorical data. Let Vaa  be the variance of the sample data, Vbb  the variance of the categorical 
data, and Vab  the covariance of the sample and categorical data and express them as a matrix.
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By using the Lagrange undetermined multiplier, we can solve the equation and put it in the form 
of eigenequations.

G a D b k a A a m b B bT T T= ⋅ ⋅ − ⋅ ⋅ −( )− ⋅ ⋅ −( )
2

1
2

1  

B D A D B x k xT− − −⋅ ⋅ ⋅ ⋅ ⋅ = ⋅1 2 1 1 2 2/ /  

B b x1 2/ ⋅ =  

a a a a b b
1 2 3 4 1 2
0 478 0 120 0 478 0 718 0 365 0 548= = − = = − = = −. , . , . , . , . , .  

The value of a  is the sample score, the value of b  is the category score, and the closeness of 
these values is the similarity.

Some works proposed a method to identify C&C servers, which are the root of botnets, by using 
multivariable analysis (Okayasu & Sasaki, 2015; Mihara & Sasaki, 2010). They used a deny-list 
of C&C servers and analysis of CCCDATAset, a set of bot observation data that contains malware 
samples. They proposed applying the results to Quantification Theory 2, a type of multivariate analysis. 
In the initial experiment, the detection rate was 86%. In the subsequent experiment, the detection rate 
was 96.799%, considering the time of day.

Atomic Red Team
Atomic Red Team is an open-source library that can test ATT&CK techniques on various platforms 
(Red Canary, 2023). It enables adversarial activities simulation in each user’s environment. This 
library is thought to be helpful in various scenarios, such as visibility verification, detection coverage 
testing, emulation of enemy behavior, and red team exercises. This research uses it as a reference to 
correlate the ATT&CK technique with the device logs when generating data to perform Quantification 
Theory Type 3.

Sysmon and Lateral Movement detection
Sysmon, a Windows system service, monitors Windows system activities and logs them in the Windows 
Event Log. Once installed, it provides detailed information on process creation, network connections, 
and modifications to file creation timestamps. By collecting events generated via Windows Event 
Collection or SIEM agents and analyzing them, it’s possible to identify malicious or anomalous 
activities, including lateral movement.

Matsuda et al. (2019, 2020) proposed a real-time detection system for targeted attacks based on 
Window Sysmon logs (Microsoft, 2022) to obtain DLL information. Their later research achieved 
a high detection rate of 90% even if the DLL was changed by about 10% using deep learning 
analysis. Bohara et al. (2017) proposed lateral movement detection based on the correlation of 
various indicators of abnormal host behavior and graph-based modeling of the target system’s 
security state. The method focused on each host’s communications especially and used Principal 
Component Analysis, k-means clustering, and Median-Absolute Deviation. The detection accuracy 
was approximately 88.7%.

From the above literature review, we can see that there are previous studies that use ATT&CK 
technology to visualize and predict attacker behavior, Sysmon logs to detect attacks, and host 
communications and behavior to detect lateral deployments. However, there are no existing studies 
that use Quantification Type 3 to calculate similarities in behavior within hosts and to detect lateral 
movement of attackers using ATT&CK techniques.
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PRoPoSed MeTHod

This research has two proposals. The first is to develop a method to extract ATT&CK techniques 
from Sysmon logs automatically. The second is an efficient prediction system of lateral movements 
combining the quantification triad and the ATT&CK technique. By combining these two techniques, 
it is possible to automatically extract ATT&CK techniques from the collected terminal logs and use 
the results to predict lateral movement.

Automatic Mapping of Log data to ATT&CK Techniques
The flow of the proposed system is as follows: First, a database is created that records the relationship 
between ATT&CK technique and actual attack commands on the basis of the examples by Atomic 
Red Team. Next, input log data is compared with the database, and techniques contained in the 
log are output. In addition, an Excel sheet mapping the extracted techniques to the Enterprise 
matrix (The MITRE Corporation, 2023) is also output. Visualization of the ATT&CK techniques 
the attacker used allows people to more easily understand the attack stages and current status. In 
the following subsection, the details of how the authors designed and implemented the system is 
described.

ATT&CK classifies attackers’ behavior according to 14 tactics. However, attackers do not 
necessarily go through all tactics. If their goal is achieved halfway through, they may stop the attack 
procedure. In addition, it is difficult to distinguish techniques in the reconnaissance, initial access, 
and impact phases from general IT operation. Therefore, this paper focuses on TA0006, TA0007, 
and TA0008 when creating the database. Next, frequently (20 or more times) used techniques are 
picked up from among the techniques. As a result, 14 techniques are selected: T1003, T1555, T1056, 
T1082, T1083, T1057, T1016, T1033, T1018, T1518, T1049, T1087, T1046 and T1021. Specific 
attack logs and commands corresponding to each of these techniques are extracted from Atomic Red 
Team, and a database is created.

Automatic detection System for Lateral Movements
This research also aims to find devices that are secondarily infected through lateral movement. It 
is challenging to find laterally moved devices by standard log analysis. Therefore, our approach is 
to discover secondarily infected devices by the similarity between the initially infected device and 
others. On the basis of each device’s logs, the device’s behavior is converted into the ATT&CK 
technique, and they are analyzed using Quantification Theory Type 3. It is thought that device 
behavior that is similar to that of initially infected devices is likely to be secondarily infected due 
to lateral movement.

The system proceeds as follows:

1)  Collect device activity logs. Collect activity logs of the devices to be analyzed using Sysmon.
2)  Correlate the logs with the ATT&CK Techniques. The information in the Atomic Red Team 

is compared to the logs obtained, and the logs are then correlated to the ATT&CK approach. 
For example, if the authors refer to the Atomic Red Team’s Atomic Test T1550.002, they can 
confirm the presence of the whoami.exe command. Since the activity log of the device showed 
“Image: C:\Windows\System32\whoami.exe,” they think that T1550.002 in the technique may 
have been performed on this device. It can be concluded that T1550.002 in the technique may 
have been performed on this device.

3)  Pre-process data for analysis. A truth table, as shown in Table 1, is created. It has devices in 
the index and techniques in the columns. The techniques in the columns are those found in one 
or more of the behaviors of all devices. If a technique is found in each device’s log, it is set to 
1. Otherwise, it is set to 0.
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4)  Analyze using Quantification Theory Type 3. As the data input is created, the author’s original 
Python code based on Quantification Theory Type 3 algorithm is used. The similarity of each 
device can be visualized by plotting the numbers on a graph on the basis of the sample scores. 
If the sample score of secondary infected devices is close to the initial one, the authors consider 
being able to predict the secondary infected device by similarity using Quantification Theory 
Type 3.

eVALUATIoN

We implemented our proposed method to map log data to ATT&CK techniques as a web application. 
Next, we confirmed that it could correctly extract and visualize ATT&CK techniques used by attackers. 
Third, we also implemented an automatic lateral movements detection system and found it could 
detect them precisely.

Automatically Mapping Log data to ATT&CK Techniques
To confirm that our proposed method could work correctly, we implemented it using Python Django 
and evaluated its performance. The application’s user interface is similar to Figure 2. Each line of 
the input log was matched against a database, and the technique contained in the log was extracted 
and output.

As an evaluation, we input 5 Windows commands (Figure 3), each of which corresponded to 
T1003.001, T1056.001, T1518, T1087.002, and T1021.006. A part of the output of the application 
is shown in Figure 4. An Excel file mapping the technique to the ATT&CK matrix was also output 
(Figure 5). From these results, we could see that the mapping results by our proposed application 
worked correctly. Thus, by using this system, users can visualize the technique used and the attack 
phase simply by inputting the logs into the application.

Automatic detection System for Lateral Movements
An experiment following the scenario was conducted to verify whether our proposed method could 
detect the secondarily infected devices by lateral movement using Quantification Theory Type 3.

Scenario
Assuming an office environment, 10 devices were prepared in the same network. All devices were 
connected to Windows server and managed by active directory. Let the name of each device be 
Device1, 2, 3, ..., 10. Five of them, Devices1, 2, 3, 4, and 5, are assumed for office workers, and 
Devices 6, 7, 8, 9, and 10 are for developers. During the 30 minutes of operation at each device, the 
attacker laterally moved the network from Device 1, the initially infected device, to two devices, 
Device 2 and Device 10, and performed unauthorized operations on them. The attacker conducted 
network discovery and pass the hash and executed ransomware.

Device 1 was assumed to be the device that had already been recognized as the initially infected 
device. The similarity between this device and the other devices was determined using the logs of 

Table 1. Sample of Pre-Analysis Data

Device Txxxx Txxxx Txxxx ...

Sample1 1 1 1 ...

Sample2 1 0 1 ...

Sample3 0 1 0 ...
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Figure 2. The Proposed Application’s User Interface

Figure 3. Input Windows Commands

Figure 4. Example of Technique Outputs
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each device obtained from Sysmon. The goal was to detect the remaining two infected devices, Device 
2 and Device 10, on the basis of the similarity obtained.

Results and Discussion

1)  Collect device activity log. A total of 2,760 activity logs were output from all Sysmon devices 
in this experiment. The number of logs output by each device is shown in Table 2.

2)  Correlate the logs with the ATT&CK technique. The output logs were then associated with the 
techniques. In this experiment, five techniques were associated with T1059.001, T1059.003, 
T1204.002, T1003, and T1550.002. The rationale for the association with each technique is 
shown in Table 3.

3)  Create the data for analysis. From the behavior of each device, data was created for analysis in 
the quantification theory type 3. Table 4 shows this.

4)  Analyze using Quantification Theory Type 3. Quantification Theory Type 3 analyzed the created 
analysis data, and the sample scores were output, as shown in Table 5. A graphical plot of these 
sample scores is shown in Figure 6. Figure 6 shows that Device 2 and Device 10, the secondarily 
infected devices by lateral movement, are close to Device 1, the initially infected device. It can 
also be seen that other non-infected devices are also close in similarity to each group.

We collected a sufficient number of output logs from each device (Table 2). Thus, we could extract 
correct ATT&CK techniques from each device’s logs (Table 3 and Table 4). From Table 5 and Figure 
6, it can be seen that the sample scores of the additionally infected devices (devices 2 and 10) are 
more similar to the initially infected device (device 1) than the other, uninfected devices. This result 
quantitatively shows that the proposed method, which combines ATT&CK and Quantification Theory 
Type 3, can accurately detect lateral movement by setting an appropriate threshold (e.g., the absolute 
difference in similarity scores, compared to the infected device, is less than 1.00E-08). In addition, 
the time taken for the proposed method to detect lateral expansion was very short. It is difficult to 
detect cyberattacks and find lateral movements manually from a large number of logs. The proposed 
method seems to be very useful in solving this problem.

CoNCLUSIoN

In this paper, we proposed an automatic incident response assist tool. The proposed tool is divided 
into two main functions. The first is a web application that automatically extracts MITRE ATT&CK 
techniques from Sysmon logs. The second function automatically detects the attacker’s lateral 

Figure 5. Example of Mapping to ATT&CK Matrix
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movement on the basis of the extracted techniques by calculating scores using Quantification Theory 
Type 3. We also implemented our proposals. Through the implementation and evaluations, our 

Table 2. Number of Output Sysmon Logs

Device Number of Output Logs

Device1 247

Device2 192

Device3 195

Device4 320

Device5 384

Device6 325

Device7 282

Device8 313

Device9 193

Device10 309

Sum 2760

Table 3. List of Techniques Found in the Input Log

Technique ID Technique Name Mapping With Atomic Red Team

T1059.001 Command and Scripting Interpreter Powershell.exe in Create Process.

T1059.003 Command and Scripting Interpreter Check cmd.exe

T1204.002 User Execution Check Office software

T1003 OS Credential Dumping Check mimikatz.exe

T1550.002 Use Alternate Authentication Material Check whoami.exe

Table 4. The Data Used in the Evaluation

Technique T1059 T1059 T1204 T1003 T1550

Sub-Technique .001 .003 .002 .002

Device 1 1 1 1 1 1

Device 2 1 1 1 0 1

Device 3 0 0 1 0 0

Device 4 0 0 1 0 0

Device 5 0 0 1 0 0

Device 6 1 1 1 0 0

Device 7 1 1 1 0 0

Device 8 1 1 1 0 0

Device 9 1 1 1 0 0

Device 10 1 1 1 0 1
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proposed web application extracted ATT&CK techniques from log data and mapped them correctly 
to the ATT&CK matrix. Furthermore, we prepared a real environment simulating an organization’s 
internal network and conducted lateral movements to check the performance of our detection method. 
As a result, it became clear that our proposed system accurately predicted the destinations of an 
attacker’s lateral movements by setting appropriate thresholds.

However, there remains some room for improvement. Especially in the lateral movement detection 
method, ATT&CK techniques were extracted from log data based on the Atomic Red Team. The 
number of techniques extracted was not very large; so our evaluation and analyses were limited. Thus, 
we can improve our research in the following ways

1.  Collect logs over a longer period
2.  Use more functional logging tools than Sysmon
3.  Introduce additional libraries of tests mapped to the MITRE ATT&CK framework

Table 5. Sample Score of Each Device

Device Sample Score

Device 1 -1.67797213e-09

Device 2 -6.79957994e-09

Device 3 -2.73406166e-08

Device 4 -2.73406166e-08

Device 5 -2.73406166e-08

Device 6 1.07476909e-08

Device 7 1.07476909e-08

Device 8 1.07476909e-08

Device 9 1.07476909e-08

Device 10 -6.79957994e-09

Figure 6. Graph Plotting Sample Scores of Each Device
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