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ABSTRACT

The development of tourism services presents significant opportunities for extracting and 
analyzing customer sentiment. However, with the advent of multimodality, travel reviews have 
brought new challenges. Early methods for detecting such reviews merely combined text and image 
features, resulting in poor feature correlation. To address this issue, our study proposes a novel 
multimodal tourism review sentiment analysis method enhanced by relevant features. Initially, we 
employ a fusion model that combines BERT and Text-CNN for text feature extraction. This approach 
strengthens semantic relationships and filters noise effectively. Subsequently, we utilize ResNet-51 for 
image feature extraction, leveraging its ability to learn complex visual representations. Additionally, 
integrating an attention mechanism further enhances modality correlation, thereby improving fusion 
effectiveness. On the Multi-ZOL dataset, our method achieves an accuracy of 90.7% and an F1 score 
of 90.8%. Similarly, on the Ctrip dataset, it attains an accuracy of 83.6% and an F1 score of 84.1%.
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As tourism experiences gain more importance, understanding the correlation between tourism 
evaluations and actual experiences has become crucial. Existing research focuses primarily on single-
modal data, often neglecting non-textual information such as images and ratings. To address this 
gap, it is essential to explore the role of multimodal data in tourism reviews for more comprehensive 
sentiment analysis.

Tourists’ opinions are multimodal, including text, images, and ratings, posing significant 
challenges for sentiment analysis. Current research on integrating image information in tourism 
reviews is limited and needs further exploration. By combining text and image data, we can achieve 
a better understanding of tourists’ evaluations, providing valuable feedback for the tourism industry.

Some models face challenges in fully capturing semantic intricacies. The evolution of online 
tourism feedback toward multimodal formats necessitates new approaches for analyzing complex 
emotional cues. Therefore, integrating correlated features within multimodal datasets is imperative 
for precise sentiment analysis.

This research introduces an advanced algorithm for multimodal sentiment analysis of online 
travel reviews. Our combined approach optimizes feature extraction, improves predictive precision, 
and enhances the correlation between modalities, resulting in a rich, multimodal dataset for sentiment 
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analysis. By leveraging interconnected data types, our method significantly enhances accuracy and 
stability in sentiment predictions.

In summary, this study aims to develop a robust multimodal sentiment analysis algorithm, offering 
deeper insights and more accurate sentiment predictions from tourism reviews. In this research, we 
have undertaken the following initiatives:

(1)  To overcome the challenges posed by singular models in extracting text features, which often 
overlook intricate semantic connections because of their limited representation capabilities, this 
study introduces a hybrid text feature extraction approach. This method combines the BERT 
model, renowned for its robust semantic representation, with the Text-CNN model, acclaimed for 
its proficiency in identifying essential local attributes. The integration of these models enriches 
and refines the process of text feature extraction.

(2)  Addressing the challenge of insufficient feature linkage stemming from disparities among 
various types of modal data, this work employs an attention mechanism within the framework. 
This addition to the ResNet-51 model allows for a more precise capture of image attributes that 
correlate directly with textual elements, thus strengthening the feature connectivity between 
modalities. This advancement significantly boosts the efficacy of sentiment analysis in multimodal 
tourism reviews.

RELATED WORK

Sentiment classification is crucial for understanding tourism reviews, focusing on subjective 
emotions (Chen et al., 2020; Krishnan et al., 2022; Momani et al., 2022). Traditional single-modal 
analysis misses important cues in text and images (Ye et al., 2022).

Single-Modality Sentiment Classification Methods
Sentiment classification is crucial for understanding tourism reviews, focusing on subjective 

emotions (Chen et al., 2020; Krishnan et al., 2022; Momani et al., 2022). Traditional single-modal 
analysis, which often examines only text or images, misses important emotional cues (Ye et al., 2022). 
This study introduces an advanced algorithm combining BERT and Text-CNN for text extraction, 
ResNet-51 for image extraction, and an attention mechanism to integrate multimodal data, enhancing 
sentiment prediction accuracy.

Single-modality sentiment analysis has been pivotal in analyzing text (Wang & Shin, 2019) 
and images (Rao et al., 2020), using statistical methods like term frequency and inverse document 
frequency (Puh & Bagić, 2023). Advances in pretrained models like BERT (Devlin et al., 2018), GPT-
2 (Veyseh et al., 2021), and RoBERTa have improved text sentiment analysis by capturing complex 
language structures. BERT-CNN integrations (Abas et al., 2022) further enhance the capture of 
emotional nuances. Prompt learning (Liu et al., 2023) has facilitated few-shot learning and improved 
semantic comprehension.

Visual sentiment analysis initially relied on handcrafted features such as composition and 
texture (Machajdik & Hanbury, 2010) and concepts like balance and harmony (Zhao et al., 2014). 
Innovations like adjective noun pairs (ANPs; Borth et al., 2013) and their emotional implications (Li 
et al., 2018) have been significant. Recently, deep neural networks and attention mechanisms have 
improved visual sentiment analysis by focusing on emotionally significant image areas (Yang et al., 
2021; You et al., 2017). Integrating visual and textual analyses into a multimodal approach promises 
enhanced precision (Yang et al., 2021; Zhang et al., 2022).
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Despite progress, challenges remain, including a scarcity of annotated datasets and model 
efficiency issues. Further research is needed to refine these multimodal techniques and improve their 
practical applications.

Multimodal Sentiment Classification Methods
Contemporary sentiment analysis research focuses on integrating different modalities and their 

combinations in dual or triple formats (Al-Tameemi et al., 2022). Enhancements in multimodal 
sentiment analysis involve techniques for extracting features from individual channels (Ajitha et al., 
2021; Zaw & Tandayya, 2022) and strategies for integrating these features (Chatterjee et al., 2023; 
Gandhi et al., 2023; Kaur & Kautish, 2022).

Early fusion methods, like the EF-LSTM introduced by Hou et al. (2022), combine features 
from various modalities early in the processing pipeline. However, this approach can introduce 
superfluous data. Conversely, late fusion techniques operate at the decision making stage but struggle 
with inter-modality dynamics. Recent models, such as the two-tower architecture used in tourism 
recommendations (Cui et al., 2024), leverage both textual and visual data to improve accuracy and 
user experience. Additionally, Wei et al. (2022) and Zhang et al. (2023) enhance sentiment analysis 
by integrating features from text and images.

To address the complexity and high dimensionality in multimodal data, the memory fusion 
network (MFN) by Zadeh et al. (2018) incorporates attention mechanisms and gated memory to trace 
modality interactions. The multimodal factorization model (MFM) by Tsai et al. (2018) factorizes 
data into shared and unique components for each modality, fostering a comprehensive understanding.

Attention mechanisms have significantly enhanced model capabilities by prioritizing key 
information, improving the integration of multimodal inputs (Rahman et al., 2022). The MAG-BERT 
technique adapts BERT to integrate visual and acoustic data alongside text, refining the model 
through fine-tuning. However, these cross-modal strategies often overlook the distinct attributes of 
each modality during single-modality feature extraction.

In summary, while multimodal approaches show promise, challenges remain in efficiently 
integrating diverse data types and fully capturing the unique characteristics of each modality. Further 
research is needed to refine these techniques for practical applications.

METHODOLOGY

Online travel review sentiment analysis is a binary classification task in which  D  =   { N  1  ,    N  2  
,  …,  N  m  }  , a collection of multimedia travel reviews.  y ∈  {0,  1}   is each travel review   N  i   ∈ D  label, 
where 0 belongs to negative sentiment and 1 belongs to positive sentiment. Each travel review  N  i    
consists of related text information (T) and image information (I), denoted as  N  i   =  T  i   ∪  I  i    . Thus, a 
model is defined  F : D → y  that categorizes each review into a predefined class label y ∈  {0,  1}  , 
shown in the Equation 1:

  F (N)  =  { 
0,  if   N  i    is fake 

   1,  if   N  i    is real       (1)

where  F (N)   is a function measuring sentiment in tourism reviews. Figure 1 depicts the framework 
of this algorithm:

Text Feature Extraction
In the travel review sentiment analysis task, textual data usually contains rich semantic information 

and complex relationships. Therefore, this proposal uses BERT to extract textual features of travel 
reviews and then uses a Text-CNN model to further extract deeper potential semantic information. 
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The BERT model captures potential semantic information from input words and sentences by labeling 
words with random masks while vectorially representing each masked word, and in restoring the 
words at the position of the mask, capturing potential semantic and textual features. Therefore, there 
is a need to enhance travel review text features by noise reduction of key information using Text-CNN 
models to improve the accuracy of travel review detection.

As shown in Figure 2, first, the text content is preprocessed and converted into embedding of word 
vectors, embedding of segment vectors, and embedding of position vectors, and at the same time, the 
three embedding vectors are summed up as the input sequence of BERT, through which BERT can 
learn the text corpus and extract features. The whole input sequence is passed layer by layer through 
the feed-forward network to the 12-layer transformer model, and the output is represented as    T  b   .

Text features of travel reviews are extracted from BERT   T  b    as input to the Text-CNN model, 
which consists of three main modules: a word embedding layer, a convolutional layer, and a maximum 
pooling layer. The convolutional layer makes use of the window size of the embedded text for the 
embedded text n of the convolution kernel to slide over the sentence and dot product with local word 
embeddings to extract local features. Maximum pooling performs dimensionality reduction on the 

Figure 1. Framework of travel comment sentiment analysis algorithm based on associative feature enhancement

Figure 2. Text feature extractor framework
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information features in the domain and enhances positional invariance. Specifically, the convolution 
operation is formulated in Equation 2:

   t  i   = σ ( W  c   ×  T  i:i+n−1  
b  )    (2)

where   T  b   ϵ  T   l×d  , where d denotes the dimension of the hidden layer for BERT, and l denotes 
the length of the input text sequence.    W  c    denotes the convolution kernel weights, and i denotes the 
weight of the convolution kernel starting from the first word in the input sequence.   i  word in the 
input sequence   σ (⋅)   denotes the modified linear unit (Leaky ReLU) activation function. After the 
convolution kernel performs the convolution operation on each word in sequence, the extracted feature 
mapping is as shown in Equation 3:

  t =  [ t  1  ,  t  2  , … ,  t  l−n+1  ]    (3)

Where the feature vector  tϵ  T   l−n+1  , which is then used as input to the maximum pooling layer, 
is computed to extract the maximum features, and the computational process can be expressed as 
in Equation 4:

     ̂  t     k  = max (r)    (4)

The output feature vector after pooling computation can be expressed as in Equation 5:

     ̂  t     k  =    ̂  t    1  ,    ̂  t    2  , … ,    ̂  t     j  n       (5)

where j denotes the number of convolution kernels and the feature vector     ̂  t     k  ϵ  T   j  n     .
For the convolution operation, different convolution kernels can be selected to extract contextual 

information with different breadth, i.e., fine-grained feature sequence information. After processing 
all the features, the pooling results are spliced to obtain the feature vector    T  g   ϵ  T   g×j   where g denotes 
g different kinds of window sizes, and   g × j  denotes that there are j different sizes of convolution 
kernels and   g  kinds of sizes of convolution kernels. In order to match the dimensional features of 
the image features uniformly, the text feature vector output from the pooling layer is passed to the 
employee fully connected layer for dimensionality proofreading, which can be denoted as in Equation 6:

   T  S   = σ ( W  sf   ×  T  g  )    (6)

where the final text feature vector     T  S   ϵ  T   P   and the     W  sf    is denoted as the weight of the fully 
connected layer.

Image Feature Extraction
Image feature extraction serves the same purpose as text feature extraction. This study chose 

ResNet-51 as the foundation for the image feature extraction module. In this section, the parameters 
of the ResNet-51 model were fixed while the feature vector dimensions and the parameters of the 
fully connected layers were simultaneously updated. Specifically, the travel review image data was 
preprocessed to be converted into the input of ResNet-51 model; then the ResNet-51 model extracted 
the image feature vectors, and finally the extracted vectors. First, an image information was extracted 
from a given travel review dataset I as the input of ResNet-51, which can be expressed as in Equation 7:
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   I   V  ResNet  
   = ResNet (I)    (7)

Among them   I  V   ϵ  I   p  , and the    I   V  ResNet  
    denotes the image features extracted for the  ResNet  -51 image 

features extracted by the model. By passing the extracted image feature vector     I   V  ResNet  
    to the fully 

connected layer, the final image feature vector can be expressed as in Equation 8:

   I  v   = σ ( W  vf2   ×  ( W  vf1   ×  I  ResNet  ) )    (8)

Of these, the    W  vf1    and    W  vf2    are the weight matrices of the two fully connected layers, respectively, 
and   σ  denotes the ReLU activation function.

Attention mechanisms
Fusing two modal features, text and image, is an effective method for sentiment analysis of travel 

reviews, since these two modalities contain different semantic information, which can complement 
and promote each other. However, most of the existing methods directly use spliced feature vectors 
for fusion, which leads to a sharp increase in dimensionality, thus increasing the computational 
complexity and memory occupation of the algorithms and decreasing the efficiency. In addition, since 
text and image features have different expressions and information volumes with great variability, 
direct splicing also leads to insufficient feature correlation between different modalities, causing 
some features to be masked or ignored, thus affecting the accuracy of the algorithm. Therefore, in 
this study, the attention mechanism was used to identify image features that are associated with the 
semantics of the text and assign higher weights to these image features.

This section uses the scaled dot product self-attention mechanism, which computes the attention 
score by matrix multiplication and can be implemented efficiently and with computational effectiveness 
using parallel computing. The scaled dot product self-attention mechanism better captures global 
dependencies owing to the ability to weight different input elements according to the relevance of the 
inputs. In addition, the mechanism can handle inputs of different lengths by computing the attention 
scores among all input elements, making it suitable for processing long sequences.

Compared with the text feature vectors further extracted by Text-CNN, the text feature vectors 
extracted on the basis of BERT can more adequately retain the rich contextual features, making 
them more conducive to finding the connection with image features. Therefore, the text features of 
the BERT-based model extracted comments are directly    T  b    passed to the fully connected layer with 
adjusted dimensions, and the output text features are represented as    T  aS   . Then the text feature vector    
T  aS    mapped as a query vector    Q  S    and the image feature vector extracted according to the ResNet-51 
model    I  V    is mapped as a value vector    V  V    and key vectors    K  V    where   T  aS   ϵ  T   p   and   I  V   ϵ  T   p  . The query 
vector is first computed by dot product    Q  S    and the key vector    K  V   . The attention score between the 
query vector and the key vector is then scaled with the square root of the dimension and the Softmax 
activation function is applied to compute the attention weights, which are finally combined with 
the value vector    V  V   . The weighting calculation outputs the image feature vector    I    ̃  V     . The formula is 
shown in Equations 9 and 10:

  Attention ( Q  S  ,  K  V  ,  V  V  )  = softmax (  
 Q  S    K  V  T 

 _  √ 
_

 p    )   V  V     (9)

   I    ̃  V     = Attention ( Q  S  ,  K  V  ,  V  V  )    (10)

Where the query vector   Q  S   , the value vector   V  V   , and the key vector   K  V    all have dimensions of  p .
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After computation based on the BERT model and the Text-CNN model, the text feature vector 
is obtained    T  S   . After computation based on the ResNet-51 model and the attention mechanism, the 
image feature vector is obtained    I    ̃  V     . In this section, the obtained feature vectors of two modalities 
are spliced to obtain a multimodal feature vector with high information content that can be expressed 
as in Equation 11:

   R  c   =  T  S   ⊕  I    ̃  V       (11)

Sentiment Classifier
A sentiment classifier can automatically categorize the sentiment of travel review texts. A 

multimodal feature vector obtained    R  c    as the input to this model, passed into a fully connected layer 
based on the Softmax activation function, and the output is a probability distribution. Therefore, it 
is used in this section to calculate the probability that the input review content is negative sentiment, 
which can be expressed as in Equation 12:

  p ( R  c  
i )  = Softmax ( W  f   ⋅  R  c  

i )    (12)

where the multimodal feature vector   R  c    dimension is the sum of the text feature vector dimension 
and the image feature dimension, i.e.   R  c   ∈  R   2p   .i is denoted as the dimension of the   i  multimodal 
corpus of travel reviews, and   W  f    is the weight parameter of the fully connected layer.

In this section, the cross-entropy function is chosen to calculate the logarithmic difference between 
the forward labeling vector and the model’s predicted output vector to measure the similarity, which 
can be expressed as in Equation 13:

   ℒ  loss    (θ)  = −  E   (c,y) ∼ (C,Y)    [ylogp ( R  c  )  +  (1 − y) log (1 − p ( R  c  ) ) ]    (13)

When training a model, our goal is to minimize the cross-entropy loss by adjusting the parameters 
denotes θ the model parameters, as shown in Equation 14:

    ̂  θ   = arg  min  
θ
     ℒ  loss   (θ)    (14)

During model training, parameters are adjusted using the stochastic gradient descent algorithm 
based on the loss function's gradient direction. In addition, the stochastic gradient descent algorithm 
needs to choose a suitable learning rate to control the step size of the parameter update. Therefore, Adam 
optimizer using adaptive learning rate is chosen to optimize the classifier for travel review sentiment.

EXPERIMENTATION AND ANALYSIS

In this section, two datasets for sentiment detection tasks in reviews are first introduced. 
Subsequently, the performance of the proposed multimodal tourism review detection algorithm based 
on attention mechanisms is evaluated; finally the experimental results are analyzed.

Experimental Data Set and Evaluation Indicators
Multi-ZOL dataset

The Multi-ZOL dataset collects user comments about mobile phones, which are extracted from 
IT-related information and the business portal website ZOL.com, and are labeled and filtered. This 
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paper only selects graphic-text comments from the original data, which contain both text and images, 
totaling 5,288. Each graphic-text datum includes a text content, an image set, and a sentiment score 
ranging from 1 to 10. Table 1 and Table 2 display the detailed statistics of this dataset.

Ctrip Dataset
Currently, research on sentiment analysis of tourism reviews is still in its early stages, and the 

lack of corpus resources is a significant challenge facing this field of study. Therefore, in order to 
achieve sentiment analysis of reviews in the tourism domain, it was necessary to collect and annotate 
relevant data to improve the model's understanding and classification of review sentiments. In this 
paper, by constructing the Ctrip Tourism Review Sentiment Analysis Dataset, valuable data resources 
are provided for research in this field. This study focused on constructing a tourism review dataset, 
which includes 1,243 tourist attractions and 37,518 graphic-text reviews. However, since these data 
are collected from travel websites using data crawling, they do not possess standardized structured 
text features. Therefore, researchers first conducted necessary data cleaning work. Table 3 and Table 
4 display the detailed statistics of this dataset.

This dataset and the collated annotation information will be useful for conducting more in-depth 
multimodal sentiment analysis studies to better understand and analyze the sentiment information in 

Table 1. Statistical information of multi-ZOL dataset

Causality statisticians

Number of comments 5228

Label count 10

Average number of words per comment 315.11

Maximum number of words per comment 8511

Minimum number of words per comment 5

Average number of images per comment 4.5

Maximum number of images per comment 111

Minimum number of images per comment 1

Table 2. Sample multi-ZOL dataset
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multimodal data. This cleansing and organizing of the data is essential for building effective models 
for sentiment analysis.

Experimental Details
In the text feature extraction module, the BERT-base model processed the Multi-ZOL dataset, 

while BERT-base-Chinese was utilized to handle the Ctrip dataset. In the Text-CNN, there were 20 
convolutional kernels, with four different window sizes (1‒4). To prevent overfitting, the parameters 
of the pretrained VGG19 and BERT networks were kept frozen during training. The hidden vector 
dimension of the last fully connected layer was set to 32; thus the dimension of the extracted feature 
vectors was also 32.

In the image feature extraction module, preprocessed images (226×226×3) were input to the 
ResNet-51 model, yielding feature vectors of size 1,000. Subsequently, the dimensions of the last 
two fully connected layers of the model were set to 512 and 32, respectively. Finally, the extracted 
vectors were sequentially passed through the two fully connected layers, resulting in image feature 
vectors of dimension 32.

Table 3. Statistical information of Ctrip dataset

Causality Statistics

Number of comments 37518

Label count 5

Average number of words per comment 189.2

Maximum number of words per comment 5712

Minimum number of words per comment 4

Average number of images per comment 4

Maximum number of images per comment 19

Minimum number of images per comment 1

Table 4. Sample Ctrip data set
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Comparative Tests
The previous section outlined the experiment details. To evaluate the proposed algorithm, several 

state-of-the-art methods were chosen as baseline approaches. First, we introduced these baseline 
methods; then we compared the experimental outcomes with them.

Text
The Text-CNN method is utilized to extract text features from travel reviews (Zhang et al., 2020).

Vision
Image features are extracted with a pre-trained VGG-19 network and then processed via a fully 

connected layer using the ReLU function to analyze the sentiment of travel reviews, producing an 
output size of 32 (Zhang et al., 2020).

VQA
This method produces textual responses that correspond to a provided image (Antol et al., 2015). 

To ensure equitable comparison of experimental outcomes, the ultimate multi-classification output 
layer is adapted to a binary classification output layer.

ATT-RNN
An attention mechanism is employed to integrate text, image features, and social context features 

(Jin et al., 2017). For equitable comparison, we excluded the social context feature extraction 
component while maintaining the other configurations unchanged in the experiments.

Neural Talk
This method produces image descriptions through a deep recursive framework (Vinyals et al., 

2015). The feature representation is obtained by averaging RNN outputs at each time step, then 
inputting this into a fully connected layer with a dimension of 32, and finally predicting outcomes 
using cross-entropy loss.

EANN
In the analysis of multimodal travel reviews, an end-to-end adversarial event network is employed, 

featuring a multimodal feature extractor and a sentiment detector for travel reviews, while the event 
distinguisher is omitted to ensure fair comparisons (Wang et al., 2018).

MVAE
In this analysis of multimodal travel reviews, we utilized an adversarial event network possessing 

a feature extractor and sentiment detector, omitting the event distinguisher to ensure equitable 
comparisons (Khattar et al., 2019).

SAFE
This method investigates the influence of cross-modal similarity by introducing an auxiliary goal 

function designed to measure the discrepancy between similarity scores and labels (Zhou et al., 2020).

SpotFake
This sentiment evaluator for multimodal journey assessments, utilizing BERT for textual 

attributes and VGG-19 for visual attributes, combines their vectors and employs Softmax for sentiment 
assessment (Singhal et al., 2020).
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P-Tuning
P-tuning is a method for enhancing the performance and adaptability of PLMs by iteratively 

fine-tuning parameters on specific target tasks (Liu et al., 2022).

Input-Tuning
Input-tuning introduces a superior method to adapt new inputs to frozen PLMs by fine-tuning 

continuous prompts and input representations, achieving better results than prompt-tuning in natural 
language generation (NLG) tasks (An et al., 2022).

Table 5 shows that the proposed method significantly surpasses nine other methods in terms of 
accuracy, precision, recall, and F1 score across both the Multi-ZOL and Ctrip datasets. The proposed 
method achieves accuracies of 90.7% on the Multi-ZOL dataset and 83.6% on the Ctrip dataset. The 
superior performance on the Multi-ZOL dataset is due to its more balanced distribution of events 
and higher quality and quantity of images compared to the Ctrip dataset, which contains over 10,000 
reviews but only 514 images.

The results show that the unimodal text approach performs better in terms of accuracy, while 
the unimodal image approach excels in precision on the Ctrip dataset. This suggests that text and 
image provide different recognition features in sentiment analysis. Aggregating these unimodal 
features improves overall performance. Additionally, the unimodal text approach outperforms the 
unimodal image approach in all metrics on the Multi-ZOL dataset, indicating that text data contains 
rich semantic information crucial for accurate sentiment analysis.

The importance of image information in travel review sentiment analysis should not be 
underestimated. Combining image information with text provides richer features and improves 
accuracy. As shown in Figures 3 and 4, multimodal methods, starting from VQA, outperform unimodal 
methods on both datasets, highlighting the advantages of utilizing multimodal information.

However, not all multimodal methods perform equally well. VQA and Neural Talk perform poorly 
overall, while ATT-RNN shows better results, demonstrating the effectiveness of attention mechanisms 
in enhancing sentiment detection. EANN and MVAE have limitations in feature extraction and fusion, 

Table 5. Comparison of experimental results between multi-ZOL dataset and Ctrip

Multi-ZOL Ctrip (Chinese company)

Methods Accuracy Precision Recall F1 Accuracy Precision Recall F1

Text (Zhang et al., 2020) 0.763 0.827 0.683 0.748 0.562 0.598 0.541 0.568

Vision (Zhang et al., 2020) 0.615 0.615 0.677 0.645 0.546 0.695 0.518 0.593

VQA (Antol et al., 2015) 0.773 0.780 0.782 0.781 0.631 0.765 0.509 0.611

NeuralTalk (Jin et al., 2017) 0.717 0.683 0.843 0.754 0.610 0.728 0.504 0.595

ATT-RNN (Vinyals et al., 
2015)

0.779 0.778 0.799 0.789 0.664 0.749 0.615 0.676

EANN (Wang et al., 2018) 0.827 0.847 0.812 0.829 0.715 0.822 0.638 0.719

MVAE (Khattar et al., 2019) 0.824 0.854 0.769 0.809 0.745 0.801 0.719 0.758

SAFE (Zhou et al., 2020) 0.839 0.824 0.840 0.832 0.760 0.826 0.731 0.775

SpotFake (Singhal et al., 
2020)

0.821 0.848 0.825 0.847 0.731 0.752 0.703 0.719

P-tuning (Liu et al., 2022) 0.851 0.863 0.851 0.862 0.755 0768 0.834 0.824

Input-tuning (An et al., 2022) 0.883 0.898 0.872 0.885 0.778 0.773 0.814 0.791

MBRT 0.907 0.908 0.907 0.908 0.836 0.831 0.868 0.841
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leading to insufficient feature correlation and mediocre performance. EANN's multimodal feature 
extraction through an event adversarial network lacks careful processing in text and image fusion, 
and MVAE's bimodal variational autoencoder fails to provide sufficient feature fusion, limiting its 
practical application.

The SAFE method performs poorly on the Ctrip dataset owing to the low number and quality of 
images, which affects its image feature extraction and fusion capabilities. SpotFake utilizes BERT 
to extract and fuse textual and image features. However, it does not optimize the extracted unimodal 
features, leading to insufficient feature correlation and masking important features.

Therefore, the proposed method enhances both text and image feature extraction using Text-
CNN for deeper latent semantic information and ResNet-51 for more discriminative image features. 
Additionally, the attention mechanism strengthens the link between text and image features, leading 
to enhanced performance in multimodal sentiment analysis.

Compared to SpotFake, the proposed method shows significant innovation and optimization in 
feature extraction and fusion, resulting in 5.8% and 2.4% higher accuracy. In summary, the proposed 
algorithm effectively improves travel review sentiment analysis through its optimized and innovative 
approach to multimodal data.

Ablation Experiments
To evaluate the impact of each component in the proposed algorithm, ablation experiments were 

carried out on the Multi-ZOL dataset. By systematically removing key components of the algorithm, 

Figure 3. Comparison of accuracy and F1 value of the proposed method with other methods under Ctrip dataset

Figure 4. Comparison of accuracy and F1 value of the method with other methods under multi-ZOL dataset
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we observed the changes in model performance, allowing us to evaluate the impact of each module. 
The ablation experiment setup was as follows:

Text-CNN: Sentiment analysis using only text content. Pre-trained Word2Vec vectors replaced BERT-
generated vectors, and Text-CNN was used for feature extraction.

BERT: Sentiment analysis using only text content. BERT extracted text features, which were passed 
to a fully connected layer with Softmax for prediction.

BERT + Text-CNN: Only text content was used by combining BERT and Text-CNN for feature 
extraction, with no image features involved.

ResNet-51: Only image content was used. ResNet-51 extracted image features, which were reduced 
in dimensionality and passed to a binary classifier.

Text-CNN: Text features were extracted using BERT, but not further processed by Text-CNN.
ResNet: ResNet-51 was replaced with VGG-19 for image feature extraction, while text features from 

BERT were retained.
ATT: Text and image features were extracted using BERT and ResNet-51, respectively, but the attention 

mechanism was not used for feature fusion. Features were directly combined without attention.

These tests determine the roles of text feature extraction (BERT, Text-CNN), image feature 
extraction (ResNet-51, VGG-19), and the attention mechanism in enhancing the overall performance 
of the algorithm.

Table 6 presents the accuracy, precision, recall, and F1 scores for each module in the ablation 
experiments on the Multi-ZOL dataset. The results highlight that the unimodal text method consistently 
outperforms the unimodal image method, indicating that textual information is more discriminative 
for travel review sentiment analysis.

Among the text feature extraction methods, the BERT+Text-CNN model showed the best 
performance, as seen in Figure 5. The BERT model improved accuracy by 9.5% over Text-CNN alone 
due to its superior ability to capture the semantics and context of long text sequences. The fusion of 
BERT and Text-CNN leverages both models' strengths, combining sensitivity to local features with 
contextual understanding.

Multimodal methods generally outperform unimodal approaches, as shown in Figure 6. Removing 
the Text-CNN module resulted in a decrease in all evaluation metrics, underscoring its importance 
in extracting text features. While BERT demonstrated strong text feature extraction, Text-CNN 
complemented it by capturing local feature information, enhancing overall performance.

These findings confirm that utilizing both BERT and Text-CNN for text feature extraction 
significantly improves sentiment analysis in multimodal scenarios. The experiments demonstrate that 

Table 6. Ablation experiments

Methodologies Modal (Computing, Linguistics) Accuracy Accuracy Recall Rate F1 Value

Text-CNN unimodal text 0.763 0.827 0.683 0.748

BERT unimodal text 0.836 0.849 0.822 0.839

BERT+Text-CNN unimodal text 0.861 0.892 0832 0.864

ResNet-51 unimodal images 0.623 0.621 0.701 0.650

-TC multimodal 0.827 0.872 0.774 0.828

-RN multimodal 0.876 0.871 0.852 0.880

-ATT multimodal 0.881 0.903 0.862 0.893

MBRT multimodal 0.907 0.908 0.907 0.908
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effective multimodal sentiment analysis requires integrating various types of text feature extraction 
models to maximize accuracy and effectiveness.

When VGG-19 replaced ResNet-51, there was a reduction of 3.4% in accuracy, 4.3% in precision, 
6.0% in recall, and 4.0% in F1 score. This indicates that ResNet-51 performs better in image feature 
extraction, providing richer visual features for travel review sentiment analysis.

Removing the attention mechanism significantly decreased performance across all metrics. This 
highlights the crucial role of attention mechanisms in the proposed method. The attention mechanism 
enhanced inter-modal feature correlations by leveraging text features to weight associated image 
features, dynamically enhancing important features while reducing the impact of noise or irrelevant 
information. This not only boosts sentiment analysis accuracy but also strengthens the model's 
generalization capacity, guaranteeing superior performance across various complex multimodal 
travel review settings.

Model Convergence Analysis
Figure 6 displays the loss values for all models in the ablation experiments, showing a gradual 

decrease as the number of iterations rises. After 20 iterations, the loss values for each model began 
to stabilize and converge. However, the loss values of the BERT and ResNet-51 models were always 
higher than those of the other models, indicating that they perform poorly in loss function optimization 
and converge more slowly. It is important to highlight that the ResNet-51 model's performance is 
constrained because it lacks sensitivity to the variability and correlation in multimodal data, preventing 
it from fully exploiting the useful information available. Therefore, the loss value of the ResNet-51 
model was also consistently higher than that of the BERT model. The proposed method as well as 
the model with the removed module converged faster, and the initial loss value was lower than that 
of the single-modal feature extraction model, indicating that the proposed method is advantageous 
in dealing with multimodal data.

Figure 5. Comparison of unimodal text methods
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Figure 7 depicts the performance of all models across training and validation sets, comparing 
their outcomes. After convergence, the approach consistently outperformed other variants of the 
model on both sets, indicating its effective utilization of multimodal feature information and ensuring 
generalization performance without overfitting or underfitting. Additionally, while the Text-CNN 
model performed well on loss and the training set, its accuracy on the validation set was low, exhibiting 
typical overfitting. This indicates that the features the Text-CNN model learns from the training set 
do not adapt well to the validation set, which restricts its practical effectiveness. Therefore, thorough 
testing and validation are necessary in the model selection and optimization process to ensure 
generalization performance and practicality. The proposed approach better considers the differences 
and correlations in multimodal data, fully exploiting useful information in the data to enhance model 
accuracy and generalization capability.

DISCUSSION

This research presents a new method for sentiment analysis of online travel reviews, utilizing 
advanced models like BERT, Text-CNN, ResNet-51, and an attention mechanism. Experimental 
results validate its effectiveness.

Figure 6. Ablation experimental model training loss values

Figure 7. Accuracy of the ablation experiment model on the validation set
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Limitations
While this study makes contributions, recognizing its limitations is crucial. One of the primary 

limitations is the scope of the dataset used for experimentation. Although we utilized the Multi-
ZOL dataset and the Ctrip Tourism Review Sentiment Analysis Dataset, these datasets may not 
fully represent the diversity of online travel reviews. The narrow scope of the datasets may limit 
how broadly the findings can be applied to various online travel platforms and user demographics.

Another limitation relates to the potential biases introduced during the data collection process. 
The data collected from online travel websites using data crawling may be influenced by factors such 
as website design, user demographics, and review filtering mechanisms. These biases could affect 
the representativeness of the dataset and, consequently, the interpretation of the results.

Additionally, while the algorithm demonstrates high accuracy in sentiment analysis tasks, the 
interpretability of the model's decisions remains a challenge. Understanding how the algorithm 
processes and integrates textual and visual information to arrive at sentiment predictions is crucial 
for ensuring the trustworthiness and usability of the system. Further research is needed to develop 
techniques for explaining the model's decision making process in a transparent and interpretable manner.

User Experience Analysis
In assessing the impact of the sentiment analysis algorithm, it is essential to consider its effect 

on the end-user experience. User experience encompasses various aspects, including usability, 
satisfaction, and decision making processes. By analyzing online travel reviews, the algorithm aims 
to provide valuable insights to end-users, such as travelers seeking information and recommendations.

First, from a usability standpoint, the effectiveness of the algorithm directly influences how users 
interact with online travel platforms. Accurate sentiment analysis enables users to quickly discern 
the overall sentiment of reviews, thereby assisting them in making informed decisions regarding 
travel destinations, accommodations, and attractions. Second, the impact of the algorithm on user 
satisfaction is crucial. By accurately capturing the sentiments expressed in travel reviews, this study 
aims to enhance user satisfaction by providing more relevant and personalized recommendations.

Considering the decision making processes of end-users, the sentiment analysis algorithm can 
significantly influence their choices. By gaining a deeper understanding of the emotional tone of 
reviews, users can make wiser decisions about their travel plans, leading to more enriching experiences.

Avenues for Future Research
Future studies could aim to overcome the current limitations by expanding the dataset to 

incorporate more diverse sources and enhancing the interpretability of algorithmic decisions. 
Additionally, exploring the application of the algorithm in domains beyond online travel reviews 
could provide valuable insights into its scalability and effectiveness.

CONCLUSION

This research presents a novel algorithm for sentiment analysis of multimodal online travel 
reviews, employing sophisticated models and techniques to deliver enhanced performance. The 
proposed approach integrates BERT and Text-CNN for sophisticated text feature extraction, ResNet-51 
for detailed image feature extraction, and an attention mechanism to enhance the interplay between 
diverse modal data. Our method demonstrates significant improvements in accuracy and F1 scores on 
both the Multi-ZOL and Ctrip datasets, achieving 90.7% accuracy and a 90.8% F1 score on the Multi-
ZOL dataset, and 83.6% accuracy and a 84.1% F1 score on the Ctrip dataset. These findings confirm 
the efficacy of merging text and image features to offer a thorough insight into tourist evaluations.

The key contributions of this research include the enhanced text feature extraction process that 
combines BERT's robust semantic representation with Text-CNN's proficiency in identifying essential 
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local attributes, and the advanced image feature extraction using ResNet-51, which significantly 
improves the model's predictive precision. Additionally, dynamic feature correlation was realized 
by using an attention mechanism to boost interactions between text and image modalities, enhancing 
fusion effectiveness and overall model performance.

Future research should focus on expanding the dataset to include more diverse sources and 
improving the interpretability of the model's decisions. Additionally, exploring the application of the 
algorithm in domains beyond online travel reviews could provide valuable insights into its scalability 
and effectiveness. Overall, this study underscores the importance of embracing multimodal approaches 
in sentiment analysis and demonstrates the potential of advanced algorithms to extract valuable 
insights from diverse sources of user-generated content.
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