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ABSTRACT

Biomedical intelligence provides a predictive mechanism for the automatic diagnosis of diseases and disorders. With the advancements of computational biology, neuroimaging techniques have been used extensively in clinical data analysis. Attention deficit hyperactivity disorder (ADHD) is a psychiatric disorder, with the symptomology of inattention, impulsivity, and hyperactivity, in which early diagnosis is crucial to prevent unwelcome outcomes. This study addresses ADHD identification using functional magnetic resonance imaging (fMRI) data for the resting state brain by evaluating multiple feature extraction methods. The features of seed-based correlation (SBC), fractional amplitude of low-frequency fluctuation (fALFF), and regional homogeneity (ReHo) are comparatively applied to obtain the specificity and sensitivity. This helps to determine the best features for ADHD classification using convolutional neural networks (CNN). The methodology using fALFF and ReHo resulted in an accuracy of 67%, while SBC gained an accuracy between 84% and 86% and sensitivity between 65% and 75%.
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INTRODUCTION

At present, biomedical intelligence for clinical data analysis is readily used for health informatics research and applications. With the technology advancements, the novel computational methods support to process large amounts of health-care data. Biomedical imaging is used to derive features and identify patterns using various analysis techniques on clinical data for medical purposes. Thus, the diagnosis process of medical untidiness can be supported by an appropriate selection and processing of image features. Recently, the use of biomedical imaging for the classification of psychiatric disorders has been considered for a precise diagnosis process.

Attention deficit hyperactivity disorder (ADHD) is a prevalent neurological disorder among children. There is a prospect of carrying the associated behavioural, communication and learning...
issues of such children into adulthood and comorbid with other neurological disorders (Meedeniya & Rubasinghe, 2020). ADHD can be described as the tenacity pattern of inattention, hyperactive or impulsivity that is notably higher than the corresponding development groups, as defined by the DSM-5 diagnostic criteria (American Psychiatric Association, 2013). At present, ADHD covers 5% of the entire child population causing impairments of their childhood, and 70% carries them into adulthood and a higher rate of comorbid with other neurological disorders (Polanczyk, de Lima, Horta, Biederman & Rohde, 2007). This is the main motivation of this study to propose a method for the early identification of ADHD using medical imaging. Generally, psychiatric disorders such as depression, anxiety, learning disorder, obsessive-compulsive disorder, conduct disorder, and other learning-related difficulties are some of the highly comorbid disorders with ADHD (De Silva, Dayarathna, Ariyarathe, Meedeniya & Jayarathna, 2019a; Meedeniya & Rubasinghe, 2020).

Among psychophysiological measures, electroencephalography (EEG) has shown the possibility of identifying the ADHD subtypes; inattentively, impulsivity and hyperactivity efficiently (Kaur, Arun, Singh & Kaur, 2018). However, the source reconstruction is not a well-posed problem and contain inherent limitations on spatial resolution. Thus, using EEG is not alone applicable in the deification process for a larger scale and combining heterogeneous sources (Abreu, Leal & Figueiredo, 2018). On the other hand, fMRI tests have been used widely providing effective identification process, and effectivity features than EEG by capturing the brain response in the presence of neural stimuli. Therefore, this study addresses the feature extraction process of fMRI data for ADHD classification.

fMRI data are used to identify the abnormal neural activities of ADHD subjects in the resting state of the selected brain regions (Metin et al., 2015). Hence, this paper focuses on the ADHD identification using fMRI data based on features such as fractional Amplitude of Low-Frequency Fluctuation (fALFF), Regional Homogeneity (ReHo) and seed-based correlation (SBC) to extract the regional activities in the brain. The proposed solution addresses Default Mode Networks (DMN) based brain regions to study the abnormal activities and extract features using the SBC technique as the main contribution. This study evaluates various features from fMRI image data by comparing the use of preprocessed and un-processed data in the classification process. The preprocessing of raw fMRI data and extraction of optimal features also contribute to the novelty of this study. The approach uses CNN as the learning model to derive an accurate model with fMRI data. This is developed as a prototype named ADHD-Care_v2 (ADHD-care, 2019). This is an extension of our previous study of ADHD diagnosis with eye movement data using a rule-based system (De Silva et al., 2019b).

The paper is structured as follows. Section 2 explains the theoretical approaches applied in the proposed solution along with the practical application of ADHD classification. Section 3 presents the design of the solution including the system workflow. Section 4 includes the explanation of the methodology supported by the comprehensive implementation. Then Section 5 comparatively evaluates the results and Section 6 concludes the paper.

THEORETICAL BACKGROUND

Attention Deficit Hyperactive Disorder

ADHD is a common psychiatric disorder among children. Children with ADHD also tend to exhibit a variety of symptoms with different severity levels and behaviours. The most common symptoms are issues in attention, hyperactivity, impulsivity, including failures in inhibition monitoring of the brain. This may also cause to lessen the self-control and confidence of children as there is a high probability of continuing the disorder to their adulthood by leading them into other severe comorbidity disorders (De Silva et al., 2019a; Meedeniya & Rubasinghe, 2020; Polanczyk et al., 2007). Thus, early detection of ADHD is important to reduce further impairments and negative impact on their day to day life.

The identification process of ADHD is still using subjective measures where manual clinical approaches are applied. Hence well-defined and comprehensive objective approaches are being
motivated in the research to achieve high accuracy, specifically a high sensitivity in their resulting models of identification. Several psychophysiological metrics such as eye movement data, electroencephalography (EEG), Electromyography (EMG), Magnetic Ray Imaging (MRI), and Functional Magnetic Ray Imaging (fMRI) have been used in ADHD identification process (De Silva et al., 2019b; Kaur et al., 2018; Siuly & Zhang, 2016).

**Neuroimaging Metrics: fMRI**

Functional Magnetic Resonance Imaging (fMRI) helps to measure the changes in blood oxygen levels result from the neural activities in the brain (Glover, 2011). Brain’s functional anatomy can be examined using fMRI to evaluate the diseases by detecting abnormalities in the brain. Magnetic Resonance Imaging (MRI) uses radiofrequency pulses and a powerful magnetic field to capture all the internal body structures. Generally, MRI can determine certain diseases by evaluating different parts of the body such as bone damage and tumour images. The fMRI uses MRI to measure the sensitive changes in blood flow which is in the active part of the brain. fMRI data (Mao et al., 2019) has emphasized the capability of identifying various patterns of mental functionalities of brain activation. Several studies have analyzed fMRI data to detect the correlation between the task which is performed by the subject during the scan and the brain activation (Meedeniya & Rubasinghe, 2020; Rubasinghe & Meedeniya, 2020; Mao et al., 2019; Peng, Lin, Zhang & Wang, 2013).

**Data Preprocessing Applications**

SPM12 (Statistical Parametric Mapping) is an open-source free package that runs on the MATLAB environment (Ashburner et al., 2014). SPM12 uses the NIFTI format 3D images. SPM12 mainly supports spatial preprocessing function, statistical functions, and visualization. This is a well-developed tool with accurate and robust results. The user requires a basic prior knowledge only and the tool is easy to learn. The prime functions of SPM12 are realigning, slice timing correlation, coregistration, normalizing and smoothing. It also provides different options to separately perform processing in each step and provides the freedom to the user to change the default values of the steps, through attribute selection. Thus, processing tasks can perform seamlessly. One notable feature in this tool is that it supports batch processing, which allows applying a batch of fMRI images into the pipeline and retrieves results. However, this tool requires MATLAB distribution to achieve optimal results.

The Configurable Pipeline for the Analysis of Connectomes (C-PAC) is an open-source, configurable automated processing pipeline for fMRI where users can reliably preprocess and analyze data (Craddock et al., 2013). C-PAC has been commonly used for large datasets as it supports a variety of preprocessing strategies for different subjects. These functionalities include realignment, slice-time correction, normalization, coregistration, smoothing, motion scrubbing and skull stripping. The Nipype pipelining library of python has been used to implement the C-PAC. It contains advanced analysis methods for the comprehensive exploration of the network structure, connectivity patterns and brain-behaviour relations. C-PAC contains the individual-level measures of ALFF, fALFF, SBC analysis, network centrality and voxel-mirrored homotopic connectivity. In performance-wise, C-PAC supports shared memory and cluster-based computing environments, which have high performance to reduce the computation time. However, the tool requires expert knowledge and the configuration is complex.

**Seed Based Correlation**

In the study of brain dynamics, measuring the connectivity is essential in generating the connectivity maps. The connectivity maps carry the features to the model creation later. The seed-based correlation (SBC) method particularly incorporates defining the functional connectivity of the brain. The functional connectivity is further known as the temporal activity in brain dynamics. Moreover, blood-oxygen-level-dependent imaging (BOLD), is a method used in fMRI to identify the active brain regions. As fMRI is generated by BOLD signals, the time series can be generated for those signals.
A selected seed area of interest (ROI) can be used to calculate the correlations between other brain regions of interest (Kuang, Guo, An, Zhao & He, 2014a). The ROIs exceeding a threshold value, or a significance value defined by performing hypothesis testing for the correlation. Consequently, the method generates a map of the z-score values indicating how those ROIs are correlating with each other. The correlation between ROIs is calculated by the average time series as given in Equation 1, where CSB is the correlation generated through the SBC approach, S is the BOLD time series of the seed and B is the BOLD time series of a selected voxel.

\[ CSB = \frac{\sum_{t=0}^{T} S(t) \cdot B(t)}{\sqrt{\sum_{t=0}^{T} S(t)^2}} \]  

The selection of the seed has an impact on the accuracy of the generated network. A change in the selection of seed may result in different types of networks and contribute considerably to the analysis results. Even though the careful seed selection is essential to obtain accurate results, the simplicity and the faciliteness of the implementation makes this approach outperforms the other techniques such as clustering, PCA and graph-based methods. Hence the SBC method is widely used to generate and explore the Default Mode Network (DMN) in many other neurological disorder identification and analysis studies (Wen et al., 2018; Parida, Dehuri & Cho, 2015).

**Feature Considerations**

Regional Homogeneity (ReHo) is a measurement of brain functionalities based on voxels of the brain regions, that evaluates the homogeneity between the time series values of each voxel and its closest neighbours (Sato, Hoexeter, Fujita & Rohde, 2012). This computation depends on the assumption of, essential and innate brain activities are presented as a group of voxels rather than a single voxel. Kendall’s coefficient of concordance (KCC) has been used to evaluate the equivalence between voxels and its nearest neighbours (Omidvarnia et al., 2016). Based on these similarity measurements of voxel’s BOLD signals, ReHo provides significant information about regional brain activities within the brain. In order to extract the ReHo features, the KCC is calculated for each brain voxel and maps of voxels are generated using the obtained KCC values and standardized for analysis. As an index for the brain activities, ReHo measures are widely used for the analysis of resting-state fMRI data to measure the activation of brain regions for the identification process of different psychiatric disorders (Zang, Jiang, Lu, He & Tian, 2004).

Since low fluctuations are significant to obtain the correlation between brain regions and resting-state networks, the magnitude of those fluctuations can vary among subjects and the brain regions. Thus, Fractional Amplitude of Low-Frequency Fluctuations (fALFF) (Zou et al., 2008) is used to quantify the amplitude of those low-frequency oscillations. fALFF is a fraction of the amplitude sum of full frequency range observable in a specified signal. fALFF identifies the variations in amplitude power between subjects and conditions, which is sensitive to the noise. fALFF, as a feature extraction method, specifies a calculation of voxel by voxel of BOLD signal’s low frequencies spectral power. Some studies observed that children with ADHD show changes in fALFF compared to controls as they investigated fALFF as a reliable biomarker for ADHD (Sato et al., 2012).

**Data Augmentation**

Data augmentation enables generating a massive number of images with the use of the available images applying different transformation techniques (Hussain, Gimenez & Rubin, 2017), regardless of the rare usage of data augmentation in medical image classification, can increase in specificity and sensitivity. Also, data augmentation techniques provide data consistency justifying their hypothesis of using a fixed duration with a relatively short sequence and having a consistent dimension in data (Mao et al., 2019).
Related Studies

EEG and fMRI data have been widely used for the classification process of ADHD based on machine learning and deep learning techniques (De Silva et al., 2019a; Meedeniya & Rubasinghe, 2020; Lenartowicz & Loo, 2014). The functionality of the brain structure was effectively reviewed using neuroimages with its temporal and spatial resolution for diagnosis of various psychiatric disorders including ADHD. A study has (Mao et al., 2019) introduced a novel idea based on granular computing for fMRI data which also explored the fusion of both spatial and temporal granularity of fMRI images. The 3D Convolution Neural Network (CNN) was used with spatial feature data from fMRI images and another model of recurrent neural network and feature pooling was developed for comparison of results. Then the proposed solution method was extended to learn spatial and temporal data simultaneously using 4D CNN approach which has obtained high performance.

Many studies have used fALFF, ReHo and independent component analysis (ICA) maps features for the effective understanding of neuroimage data (Song et al., 2011; Zou, Zheng, Miao, Mckeown & Wang, 2017). Additionally, different combinations of ReHo, Resting-State Networks (RSN) and ALFF have experimented (Miao & Zhang, 2017). It was identified that ReHo and ALFF, give more classifying information with limited accuracy and the combination of ReHo, ALFF, and RSN, features have shown an accuracy of 67%. Another study (Hao, Yin & He, 2015) has used Deep Bayesian Network (BN) by using both Bayesian network and Deep Belief Network (DBN) to execute the dimensionality reduction to extract the features from the relationships and obtained an accuracy of 66.3% by applying SVM classifier. Multimodal features with multi-kernel learning have also been used for MRI and fMRI data with grey matter probability, cortical thickness and ReHo features (Dai, Wang, Hua & He, 2012).

Table 1 shows the different learning models used by several related studies. These classification techniques include Support Vector Machine (SVM), Extreme Learning Machine (ELM), Bayesian Network (BN), Deep Belief Network (DBN), Fully Connected Cascade Artificial Neural Network (FCC ANN), Convolutional Neural Network (CNN), Gaussian Naïve Bayes (GNB), Linear Discrimination Classifier (LDC) and k - Nearest Neighbour (kNN). Most of the considered studies have used deep learning techniques, due to the capability of learning complex relationships and creating generalize models. Few have applied kNN as it has the limitations of considering homogeneous features and sensitivity to outliers.

The algorithm of ELM on structural MRI (sMRI) to afford an accurate objective clinical diagnosis to classify ADHD. ELM and SVM learning algorithms were comparatively applied to ADHD classification (Peng et al., 2013) to observe higher accuracy and higher performance among these two learning algorithms. They have shown an accuracy of 90.18% from the ELM with 0.57 kappa score and nested cross-validation. As an improved version of the feature consideration in fMRI data (Kuang at al.,) was observed with frequency features using the brain activation for each voxel or the brain area of interest. Their work has given promising results and narrowed down the feature space to the brain areas of interest. However, this feature extraction methodology has the inherited imbalance of the DBN in the application of fMRI data (Kuang et al.,2014b).

Neural networks such as ANN, CNN have become a popular feature selection method for medical data (Meedeniya & Rubasinghe, 2020). They perform well in the domain of the medicinal imaging analysis, rather than the conventional feature selection techniques such as DWFS, FDT, and FCBFS. A recent study (Meraj, Yaakob, Azman, Rum & Nazri, 2019) shows that CNN outperforms the other machine learning techniques such as multi-layer neural networks, decision trees, fuzzy logic, and genetic algorithms. A classification method based on Artificial Neural Network (ANN) for distinguishing ADHD from normal groups and its subtypes has been proposed (Deshpande et al., 2015). Several neural network topologies were compared to enhance the classification capability and to obtain the best architecture with broad generalization ability to perform well. Compared to the Multilayer Perceptron (MLP), the Single Hidden Layer (SHL) has overcome the difficulties in
Table 1. Related work in learning models

<table>
<thead>
<tr>
<th>Technique Related work</th>
<th>SVM</th>
<th>ELM</th>
<th>BN</th>
<th>DBN</th>
<th>FCC</th>
<th>CNN</th>
<th>GNB</th>
<th>LDC</th>
<th>kNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELM based classification of ADHD (Peng et al., 2013)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4D CNN Based ADHD classification (Mao et al., 2019)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADHD classification (Kuang et al., 2014a; Kuang et al., 2014b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discrimination of ADHD using Deep Bayesian Network (Hao, Yin &amp; He, 2015)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>FCC ANN for ADHD classification (Deshpande, Wang, Rangaprakash &amp; Wilamowski, 2015)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADHD prediction (Sato et al., 2012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>ADHD classification using fMRI (Rubasinghe &amp; Meedeniya, 2020)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>ADHD classification with SBC (Ariyarathe et al., 2020)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

MLP with the use of a nonlinear mapping system. They have shown the accuracy of 90% and 95% between ADHD and normal groups and between ADHD subtypes respectively, using FCC ANN.

A previous study has used an fMRI dataset, which is already preprocessed using C-PAC software pipeline to show the effect of DMN regions for ADHD classification (Ariyarathe et al., 2020). This study has extracted features based on SBC, that measure the functional connectivity among the seeds and other brain voxels. They have considered the DMN regions Posterior Cingulate cortex (PCC), Left Temporoparietal junction (LTJ), Right Temporoparietal junction (RTJ), Medial Prefrontal Cortex (MPC). The CNN based classification has shown accuracies in the range of 84%-86% for different DMN regions. Further, another approach for ADHD classification using fMRI is presented in (Rubasinghe & Meedeniya, 2020). This work has also used the functional connectivity measures to obtain correlation between the brain regions. They have considered two datasets, one for ADHD and the other for ASD (Autism Spectrum Disorder) and evaluated the classification results using a set of learning models. Mainly, they have shown the need for a generic neuroscience decision support system to support the diagnosis process with different classification techniques and diverse fMRI datasets.

SYSTEM DESIGN

The system of ADHD identification has been designed by using fMRI data from the ADHD 200-Global Competition (Bellec et al., 2017). The overview of the proposed system ADHD-Care_v2 is shown in Figure 1. Normalization, band-pass filtering, motion correction, co-registration, and slice timing correction are the techniques that are used to preprocess the fMRI data (De Silva et al., 2019a; Meedeniya & Rubasinghe, 2020). Spatial normalization is applied to identify the differences between fMRI data by comparing the image volumes. The recognized variations of shapes are minimized by wrapping, squeezing and stretching images of the brain for motion correction using SPM12 tool. In some images, the position of the brain may be imprecise when head motion happens. Thus, with the use of co-registration to align brain images spatially, motion correction adjusts the position of the images. To reduce time variations between slices as there can be delays in hundreds of milliseconds between acquired slices, slice time correction is used.

The feature extraction was done by using this preprocessed data. The SBC is used as the feature extraction and selection mechanism. The features of ReHo and fALFF were taken to the process of feature extraction and selection in related studies (Zou et al., 2017), which obtained a significant accuracy. Thus, this study also considered ReHo and fALFF features for the classification process
of ADHD. Since fMRI images are in 4D format, off-the-shelf CNN architectures cannot be used for 4D data. After the feature extraction process, within the deep learning model, the processed 4D fMRI images are transformed into 2D images. Also, data augmentation is performed to increase the size of the dataset. To generate a deep learning model to classify ADHD, CNN has been used as the classifier in our study.

Further, model evaluation techniques were applied to achieve acceptable accuracy. The accuracy is calculated for the generated models as the evaluation is done with different neural networks which consist of hidden and fully connected layers with various activation functions. In order to obtain high accuracy, some image processing methods are yet to be used to normalize the image and reduce the dimensionality as the dataset has high dimensionality. Finally, the classifier model was generated after several evaluations to accurately identify ADHD with the fMRI data.

**METHODOLOGY**

**Materials**
This study has used two fMRI datasets that are released by the ADHD-200 Global Competition from the Neuro Bureau (Bellec et al., 2017). The dataset is based on 40 participants between the ages of 8 – 21 from 4 data centres namely, New York University (NYU), Peking University (Peking-1) and Kennedy Krieger Institute (KKI), Oregon Health and Science University (OHSU) and University
of Pittsburgh data centres. The total number of fMRI images in each dataset is 40, that contains 10 participant data from each of the 4 data centres. Thus, both datasets represent the data of the same set of participants and obtained from the same data centres. The dataset was categorized into two main groups with 20 ADHD positive subjects and 20 healthy subjects. The first dataset, D1, consists of un-processed raw 4D fMRI data. The second dataset, D2, is the corresponding pre-processed resting-state fMRI data using Configurable Pipeline for the Analysis of Connectomes (C-PAC) open-source software pipeline (Ashburner et al., 2014). The dataset D2 has already preprocessed using slice time correction, intensity normalization, temporal filtering, spatial smoothing, motion scrubbing, volume realignment, skull stripping and functional co-registration. D2 was extracted using Echo Planar Images (EPI), which is a fast technique to acquire images.

Both preprocessed 40 4D fMRI datasets are converted into 2D images before the learning process to comply with the 2D CNN. In this process, each 4D fMRI image is normalized to generate 60 slices as 2D images using med2image python library. The data augmentation process is based on 2400 fMRI images. Then, with the 3 types of augmentation techniques, the dataset is increased up to 7200 images, which is the input to the CNN model. The visualization of these fMRI images is shown in Figure 2. The first row shows a data instance for ADHD positive and the second row shows an instance of non-ADHD subjects. During this study, the dataset D1 is preprocessed using the SMP12 software application. The results obtained using the dataset D2, are used to validate the proposed pre-processing approach with the raw dataset D1 and to identify the optimal feature extraction methods such as SBC, ReHo and fALFF.

**Data Pre-Processing**

The raw images of fMRI data were preprocessed by applying realignment, slice time correction, normalization, coregistration and smoothing techniques (De Silva et al., 2019a; Meedeniya & Rubasinghe, 2020). The preprocessing was supported by SPM12 software for the performance of different spatial functionalities. SPM12 is free, open-source software that is supported by MATLAB background for the implementation of Statistical Parametric Mapping which is used to analyse the spatially extended processes.

Initially, the fMRI images were realigned to match each image to maintain the consistency and adhere to a brain image template by transforming and rotating the images. As subjects tend to move during the scanning process, it is possible to have different movement artefacts. This may cause various locational mismatches in time-series images. Also, these mismatches will add extra noise to the image data by reducing its sensitivity. Transformations are done by minimizing the squared differences between images which reduces a cost function.

Slice time correction was performed by aligning the data and shifting its signal phase by linear interpolation given in Equation 2. This makes the relevant data on each slice correspond to the same time point where \( X_{t}^{\text{new}} \) refers to the corrected slice time at time \( t \), \( \Delta \) refers to the change of the correction. It is performed by shifting each voxel’s time series to appear as they were acquired simultaneously. As each slice in the image volume is not acquired at the same time, the time differences may occur within the order of acquisition of slices. The slice time correction adjusts the image values to make all the brain voxels to appear as they were processed in the same time duration.

\[
X_{t}^{\text{new}} = (1 - \Delta)(X_{t} - 1)(\Delta X_{t})
\]  

(2)

The brain images were normalized to reduce the impact of the shape effect of the brain which varies from one subject to another. Each volume of the fMRI images was compared to identify the differences. In the normalization process, each brain image is adjusted according to a template brain image of the first subject anatomically which ensures that the spatial locations are consistent across
the entire dataset. Noise reduction, extraction and the segmentation of the brain, correction of bias have also performed on fMRI brain images under image normalization. Various tissue sections were sectioned for segmentation and the varying intensity dissimilarities were removed under bias correction. The images were coregistered using the same subject using image interpolations and transformations. This process enables aligning structural and functional images correctly which is effective in low-resolution images where anatomical details are given.

Finally, the processed images were smoothed by increasing the signal-to-noise ratio and averaging of inter-subjects, by applying a Gaussian kernel and convolving the image with the kernel. This further removes anatomical differences between images by averaging the brain voxel with the weighted sums of its closest voxels. The impact of denoising techniques using SPM12 preprocessing for the classification accuracy is given in Table 2, in the Evaluation Section.

**Feature Extraction**

The feature extraction process is used to derive informative values and reduce the redundancies prior to the use of learning models. This approach considers three main features: fALFF, ReHo and SBC, for fMRI feature extraction. The connectivity in DMN brain regions is extracted using SBC, which is an effective method to identify the functional connectivity of the brain by measuring the correlation of time series of different brain regions. We have used the raw data obtained from the Neuro Bureau (Bellec et al., 2017), which is then preprocessed using SPM12, and fed for the feature selection process. Additionally, we have used the already preprocessed data of the same, obtained from C-PAC, for the validation process.
SBC Feature Extraction

First, the SBC features extraction process is described as follows. Here, the pre-processed data is used to calculate the correlations considering the DMN regions as the seeds separately, using SPM12 software. The considered DMN regions include the Posterior Cingulate cortex (PCC), Left Temporoparietal junction (LT), Right Temporoparietal junction (RT), Medial Prefrontal Cortex (MPC). The fMRI BOLD signals are subjected to the application of a region radius of 8mm, a low pass filter of 0.1 Hz, high pass filter of 0.01 Hz to reduce the noise and clean the data. These frequency ranges are selected, as the smaller high or low pass filters reduce the noise, further. This mask extracts time series from the fMRI data to generate the correlations.

The algorithm for SBC calculation, considering the entire DMN region is shown in Algorithm 1. In order to calculate the seed-based correlation, the pre-processed resting-state fMRI dataset has been used as the inputs and the algorithm returns the calculated correlation values based on the defined seed regions of the considered brain regions. Each of the data samples is iterated through this algorithm starting by extracting functional (line No 4) and confounds (line No 5) from the data sample. The functional data refers to the BOLD signal level in each of the voxels, which serves as the main data contribution for the analysis. Confounds refer to non-neural fluctuations induced by the environmental factors such as head motion, equipment errors, noise etc. for each subject's fMRI images.

In order to further correct the pre-processed data during the correlation calculation, the confounds are considered. The regions of interest have been chosen as the DMN, where the ADHD subjects have shown significant-high activity compared to the control groups (Metin et al., 2015). Furthermore, based on the related studies (Uddin et al., 2008), PCC, MPC, RTJ, LTJ region coordinates have been used as the seeds in the DMN region (line 6). Thus, these DMN region coordinates are considered as the seeds for the correlation extraction between the seed region and remaining brain areas. The coordinates were mapped into the MNI space. Then a seed brain masker is created using the defined seeds (line 7). In this study, a radius of 8mm has been used as empirical results suggested. Thus, the seed masker, which summarizes seed time series values is used to extract time-series data from fMRI images within a considered sphere area, according to the given radius to a value of 8mm.

```python
1. Function: generate SBC array()
2. dataset = adhd_pre-processed_dataset
3. for i in range (dataset_size):
4.    functional_data = dataset.functionaldata()
5.    confound_data = dataset.confounds()
6.    dmn_coordinate = [(x,y,z)]
7.    seed_masker (dmn_coordinates, radius)
8.    seed_time_series = seed_masker.transform(functional_data, confound_data)
9.    brain_masker()
10.   brain_time_series = brain_masker.transform (functional_data, confound_data)
11.   seed_based_correlation = product (seed_time_series, brain_time_series)
12.   seed_based_correlation_fisher_z = arc_tan(seed_based_correlation)
13.   seed_based_correlation_img = brain_masker.inverse_transform(seed_based_correlations)
```

Then for each of the data samples, the seed brain mask is applied and extracted the data in that DMN region from the voxel-wide time series of the pre-processed data. This is used to calculate the seed-based correlation in a later stage (line 11). Apart from the seed masker, a whole-brain masker is defined to capture the brain data in a normalized manner (line 9). The mean values for the derived time series data are extracted for DMN regions after removing the confound values.
The time series of each of these masks are used to calculate the correlation, where fMRI represents a temporal behaviour, which is well-expressed by a time series. The same procedure is followed to extract a brain-wide time series. Next, the seed-based correlation has been calculated by taking the dot product of these time series (line 11), such that correlating the seed time series values with each brain voxel signals. A fisher-z transformation is applied to normalize the obtained correlation values. The derived normally distributed data and the correlations are stored as a new fMRI, which then directly fed into CNN. As brain imaging is used for the classification supported by a CNN, the normalized correlation values have been converted to neuroimages applying the brain mask (line 13). This process prepares the pre-processed data and extracts the features selected by the areas of interest of the brain.

Moreover, the proposed algorithm analyses the underlying time series produced in fMRI data than the other available methodologies. Since several masking approaches have been used, the functionality is useful, compared to the other hand-crafted features like fALFF, ALFF, ReHo. Further, this could be improved by considering different regions along with the DMN region, by supporting multi-regional seed-based correlation calculation to infer more improved results.

A sample of the correlation images is shown in Figure 3.

Figure 3. Seed-based correlation of PCC region

<table>
<thead>
<tr>
<th>L</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="line18-32.png" alt="Image" /></td>
<td><img src="line15-18.png" alt="Image" /></td>
</tr>
<tr>
<td><img src="line18-32.png" alt="Image" /></td>
<td><img src="line15-18.png" alt="Image" /></td>
</tr>
</tbody>
</table>

ReHo Feature Extraction

Next, the Kendall coefficient of concordance is used for the ReHo feature extraction, by measuring the brain activity using fMRI data. It is a purifying method for the clusters found in the brain, followed by an approach similar to the k-nearest neighbour method, where the similarity is measured by the Kendall coefficient, as given in Equation 3. This method measures the similarity of a set of BOLD signals, which generates a similarity matrix as a map. The usage of ReHo maps in the clinical practice has been accepted including ADHD diagnosis (Zou et al., 2008).

\[
W = \frac{\sum_{i=0}^{n} (R_i)^2 - n(R)^2}{\frac{1}{12} K^2 \left(n^3 - n\right)} \tag{3}
\]
where $R_i$ is the rank of the BOLD signal, $R$ is the mean of the time series calculated by $R = ((n+1)/2)$ to which the voxel belongs, $K$ is the number of time series measured in the considered cluster and $n$ is the number of ranks.

**fALFF Feature Extraction**

To extract fALFF features, the BOLD signal is converted to the frequency domain without any bandpass filter and calculate the square root of each frequency of the power spectrum, which is sensitive to the noise. Then the summation of the low-frequency range (0.01–0.08 Hz) is calculated and divided by the entire range, to extract fALFF features. The corresponding ReHo maps and fALFF maps for the already pre-processed data are available from the ADHD-200 competition repository in the Neuro Benro website (Bellec et al., 2017), which are used to validate this approach in Section 5.

**Data Augmentation**

The deployment of a deep learning model requires a sufficient amount of data. Thus, data augmentation is applied for the 2400 2D images, by applying the three techniques: random rotation, height shift augmentation, and horizontal flip techniques (“Image Preprocessing - Keras Documentation”, 2019). We have used the python library Keras for data augmentation. Since the 2D images are generated considering a fixed duration for each of the subjects, the consistency of the data is preserved with the application of data augmentation.

The results of the data augmentation methods are shown in Figure 4. The visualization of augmented images describes the application of random rotation, height shift of the original images along with horizontal flipping. This enables increased data size and having exposure to the combination of different types of images that may appear in the training dataset.

**Figure 4. Data augmentation techniques applied**

![Data augmentation techniques applied](image)

Apart from the basic augmentation methods, prior to the application to the constructed CNN model, few other advanced data augmentation techniques were applied including rescaling and zooming. The rescaling is applied to normalize the colour range of the images into 0 to 1 from 0 to 255 scale, which becomes too high for the model to handle. Zooming is applied to change the aspect ratio of the image providing more variety of images. These techniques are performed during the learning model to prevent overfitting of the model. In this study, data augmentation methods...
have been applied to prevent overfitting. This technique also enables the data consistency over the training and testing datasets.

**Convolutional Neural Network**

A neural network is generated with a convolution layer with a kernel size of 3*3 to support the extraction of local features in the brain images during the training. A smaller kernel size 3*3 was used since the obtained 2D images were smaller in size. This enables extracting local features efficiently. The original images are of size 64*64 with 32 feature maps in each of the 8 layers. To capture the complex, smaller features in each layer, with high accuracy from the learning model, we have used 32 filters to enhance the training that enables generating 32 features maps.

As the activation function, rectified linear unit, which is denoted as ‘Relu’ is used. Relu is used in the intermediate layers of the CNN, since it consumes less time to compute and eventually converges. With the similar specification of the first layer and 64 filters, the second layer is created and a max-pooling layer of 2*2 pool size is added. A dropout rate of 0.25 was used to flatten and regularize the network model. Here, it is used a smaller dropout rate compared to other layers, since it is less effective for the result and essential in the feature map generation.

The fifth layer is a dense layer of 128 units which will change the dimensions of the vector complying to the result. This is used to finalize the feature maps followed by the ‘Relu’ activation function. Here, the feature maps are completed, and a high dropout rate will not highly impact the classification result. Thus, to avoid overfitting, a dropout rate of 0.5 is added.

Then, 2 units of the dense layers are added to enable the classification. Since this stage is closer to the final stage, it is not necessary to apply more dense layers. Finally, the neural network is wrapped with the softmax activation function was added to select the most probable value from the generated probability values by the CNN. The architecture is shown in Figure 5 and Figure 6.

Although such a deep neural network can extract features by itself, the visualization of those features is unpredictable. It affects the consistency of the feature set since the images are generated in the 2D format for each volume based on the correlation. Thus, it promises the consistency and coherence of the features, while providing visualization capabilities.

A learning model aims to minimize the difference between the predictions and the actual result, which is denoted as the cost function of a model. Generally, the result of a model depends on the (1) learning rate, (2) the number of images and (3) the validation technique used. The iterative machine
learning algorithm, gradient descent with appropriate optimizer supports to achieve this aim of the neural network. Accordingly, to enable fast training and optimized learning, an adaptive learning rate is derived from the RMSProp optimization algorithm (Ruder, 2016). Thus, gradient descent supports a generalized algorithm to optimize the weights and minimize the cost function, hence better prediction accuracy.

As the validation technique for the model, the train-test split of 2:1 as used. Moreover, a validation generator is used to split the training data further as 0.2 from the training set. This validation dataset is populated before the shuffling of training data. The importance of this validation dataset is that after each epoch, it will use this validation dataset for evaluating the loss and accuracy of the model. This prevents further overfitting that would be caused by adjustments of weights in the training time.

RESULT EVALUATION

Experiment Setup and Result Analysis

This aim of this study is to identify fMRI data pre-processing and feature extraction techniques, that will result in high classification accuracy using CNN. We have defined several process combinations to compare the results obtained from the un-processed fMRI data using SPM12 and the corresponding pre-processed data using C-PAC. Recall from the materials subsection, the dataset D1, consists of un-processed raw 4D fMRI data and the dataset D2, is the corresponding pre-processed resting-state fMRI data using C-PAC. Also, the evaluation includes the classification accuracy comparison based on different feature extraction methods including SBC, fALFF and ReHo. We have considered process combinations to emphasise the need for pre-processing and decide the optimal feature extraction methods, as follows:

Task 1- Take D1, unprocessed raw fMRI images as the input and pre-process using SPM12, feature extraction with SBC and then perform CNN
Task 2- Take D2, pre-processed fMRI images using C-PAC as the input and apply SBC and then perform CNN
Task 3- Take D1, unprocessed raw fMRI images as the input and pre-process using SPM12, feature extraction with both ReHo and fALFF, without SBC and then perform CNN
Task 4- Take D1, unprocessed raw fMRI images as the input and pre-process using SPM12, feature extraction with only ReHo and then perform CNN
Task 5- Task 4- Take D1, unprocessed raw fMRI images as the input and pre-process using SPM12, feature extraction with the only fALFF and then perform CNN
Task 6- Take D1, unprocessed raw fMRI images as the input and pre-process using SPM12, feature extraction with all three types and then perform CNN
Task 7- Take D1, unprocessed raw fMRI images as the input and pre-process using SPM12, feature extraction with both SBC and ReHo, and then perform CNN
Task 8- Take D1, unprocessed raw fMRI images as the input and pre-process using SPM12, feature extraction with both SBCand fALFF, and then perform CNN
Task 9- Take D1, unprocessed raw fMRI images as the input and directly perform CNN, without pre-processing or feature extraction

The metrics of the effectiveness of each of the process combinations are obtained by the classification results generated through the CNN model. Hence to obtain accurate results, 33% of the entire dataset for each of these categories was randomly chosen as testing data for each iteration. The evaluation metrics were selected as accuracy, specificity, and sensitivity. The accuracy was measured with the test set separated earlier supported by the validation set during the training period. Sensitivity and specificity are two important measures in medical applications. The sensitivity also
referred to as the recall, which is the proportion of actual ADHD positives identified among the actual ADHD population. The specificity measures the proportion of correctly identified healthy subjects in the actual healthy population. The derivation equations for specificity and sensitivity are shown in Equation 5 and Equation 6, respectively.

\[
Sensitivity = \frac{True\ Positives}{True\ Positives + False\ Negatives} \tag{5}
\]

\[
Specificity = \frac{True\ Negatives}{True\ Negatives + False\ Positives} \tag{6}
\]

As shown in Table 2 and Figure 7, the pre-processing from SPM12 has achieved 85% accuracy and sensitivity of 72.80% proving the high pre-processing quality and the effective feature extraction using the SBC technique. The tasks are ordered based on the obtained accuracy values, for a clear understanding. For the evaluation purposes, we have selected the highest accuracy obtained for considered DMN regions.

Considering the selection of the pre-processing tools, the values obtained with both C-PAC and SPM12, are in a similar rage. That confirms that these tools are competent in their pre-processing methodologies. Moreover, Task 9, the process without pre-processing and feature extraction methods, has given the minimum accuracy values. Also, the comparative sensitivity value of the SBC approach is high. This shows the applicability in effective identification of the ADHD positive subjects. In another point of view, the other selected feature extraction methods, fALFF and ReHo, have shown an average classification accuracy values along with specificity and sensitivity metrics in the same range. Although, fALFF and ReHo maps are used as prominent features in extensive research (Kuang et al., 2014a; Sato et al., 2012), the results in Table 2 shows the effectiveness of SBC in the feature extraction process.

Compared to Task 1, which has used the SBC technique, the process combination tasks with fALFF and ReHo feature extraction techniques have shown lower accuracy values. One possible reason for having low values could be that, these features are extracted considering the whole-brain

### Table 2. Processing results for different combinations

<table>
<thead>
<tr>
<th>Task ID</th>
<th>Dataset</th>
<th>Processing technique</th>
<th>CNN</th>
<th>Accuracy</th>
<th>Specificity</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SPM12 Feature extraction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SBC</td>
<td>ReHo</td>
<td>fALFF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>D1</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>X</td>
</tr>
<tr>
<td>T2</td>
<td>D2</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>X</td>
</tr>
<tr>
<td>T3</td>
<td>D1</td>
<td>X</td>
<td>-</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>T4</td>
<td>D1</td>
<td>X</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td>X</td>
</tr>
<tr>
<td>T5</td>
<td>D1</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>T6</td>
<td>D1</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>T7</td>
<td>D1</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>X</td>
</tr>
<tr>
<td>T8</td>
<td>D1</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>T9</td>
<td>D1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>X</td>
</tr>
</tbody>
</table>
perspective, whereas SBC is generated by focusing the DMN region that it has found (Metin et al., 2015). Since the combination of fALFF and ReHo features are based on functional connectivity, it can derive the actual brain dynamics constructively. These combination tasks have shown a similar accuracy of 67% and a sensitivity of 60%. Although these results are approximately confirmed by the related study (Sato et al., 2012), the results obtained from this study have achieved comparatively higher accuracy. Moreover, the careful design of CNN, prevention of overfitting images using data augmentation techniques, having mechanisms to handle variance and bias influenced by different data sources have led to obtaining higher accuracy values.

Further, the combination of fALFF and ReHo features have shown better accuracy values compared to fALFF and ReHo when considered separately. This implied that the combination of fALFF and ReHo can provide higher discriminative value than considered separately. Comparing the accuracy values of all the feature combinations, the SBC approach has exclusively performed better than other considered combinations.

**Analysis of Feature Extraction Process**

In order to calculate the correlation between the selected features of fALFF, ReHo, and SBC, statistical techniques such as spatial distribution analysis (Cortese et al., 2012) and across-subject analysis (Penberthy et al, 2005) have been used. This process was suggested for the identification of the relationship between metabolism and resting-state fMRI data (Aiello et al.). As the initial step of the spatial distribution analysis, the obtained feature maps were normalized using Spearman’s correlation coefficient (Xiao, Ye, Esteves, & Rong, 2016), and then calculated the means of each feature voxel-wise. The applied equations of Spearman’s correlation and the mean maps are listed in Equation 4
\[
\rho = \frac{\sum_{i=0}^{N} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=0}^{N} (x_i - \bar{x})^2 (y_i - \bar{y})^2}}
\]

Where, \( \bar{x} \) refers to the mean of the feature value of all brain voxels and \( x_i \) refers to the feature value for the voxel i.

Since this spatial distribution can introduce a bias generated by the subject variation, another statistical technique was used to improve the obtained correlation values between features. The across-subjects analysis was performed, and multimodal correlation was calculated by considering the Spearman’s correlation coefficient and the mean maps defined by the spatial distribution. We have correlated and analysed the results of features selected by the three algorithms SBC, ReHo, and fALFF. The obtained correlation results are shown in Figure 8.

As the calculated correlation results portray, the correlation between fALFF and ReHo is the highest. In turn, it means that fALFF and ReHo behave in the same way considering the whole-brain connectivity. On the other hand, SBC considering the regional connectivity specifically has been correlated with fALFF and ReHo features lesser. Further, SBC and ReHo have a higher correlation compared to SBC and fALFF, since both features have focused on the regional activity to a certain extent. In the ReHo features, all regions of the brain have been studied while SBC has narrowed down its focus into the areas where ADHD subjects have reported high activity. This correlation outcome has been illustrated and verified in the same manner in the obtained results in the application of CNN.

**Result Comparison with Different Classification Algorithms**

Since fMRI data consists of a set of neuroimages, it is not always possible to use classification algorithms such as decision tree, random forest, J48. Although some of the related studies have applied these learning models for the classification process, they have used non-neuroimaging datasets such as questionnaire data or other clinical informative (Brihadiswaran et al., 2019; Meedeniya & Rubasinghe, 2020; Haputhanthri et al, 2019). Thus, we have compared the proposed CNN architecture with other existing pre-trained CNN models, as shown in Table 3.

In this study, we have considered the converted seed-based featured images from 4D to 2D image data set for classification purposes, which is based on the un-processed dataset D1. Therefore, the CNN based deep learning approach was used for the classification of neuroimages to recognize the patterns of changes in BOLD signal in different DMN regions. The CNN model was designed with 7 layers including fully connected, max pooling and convolution layers.

The efficacy of the designed learning model architecture was compared against other available pre-trained CNN models such as ResNet50 and VGG16 to further verify the effectiveness of the selected CNN layered architecture. The classification of fMRI images was also compared using the SVM learning model designed with CNN architecture as it gives a better pattern recognition mechanism after CNN. Some of the existing studies have also used SVM for fMRI classification (Rubasinghe & Meedeniya, 2020). The obtained results show that the designed CNN architecture has given the best classification accuracy for the considered fMRI dataset, compared to other pre-trained models and SVM as in Table 3.

**DISCUSSION**

**Main Contribution of the Study**

The key focused areas of this study are fMRI data processing, feature extraction and classification to have an accurate model for ADHD identification. The study was able to identify optimal data
processing techniques, while obtaining the prominent feature extraction techniques by experimenting with seed-based correlation, ReHo and fALFF. Furthermore, CNN model was used as the classification model, considering the DMN region after several evaluations for all the techniques in the considered process. CNN learning model along with the feature extraction method of seed-based correlation acquired an accuracy of 85.36% for pre-processed data by SPM12 and 83.4% for pre-processed data by C-PAC, as shown in Table 2 and Figure 7.

Table 3. Comparison of results with different learning models

<table>
<thead>
<tr>
<th>Learning model</th>
<th>Feature (any other detail)</th>
<th>Accuracy</th>
<th>Specificity</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet50 (Residual Network)</td>
<td>SBC</td>
<td>67.06%</td>
<td>55.12%</td>
<td>68.11%</td>
</tr>
<tr>
<td>VGG16 (A CNN by Visual Geometry Group, Oxford)</td>
<td>SBC</td>
<td>68.13%</td>
<td>56.44%</td>
<td>69.54%</td>
</tr>
<tr>
<td>SVM (Support Vector Machine)</td>
<td>SBC</td>
<td>67.51%</td>
<td>52.11%</td>
<td>66.48%</td>
</tr>
<tr>
<td>CNN with SBC</td>
<td>SBC</td>
<td>85.36%</td>
<td>66.54%</td>
<td>72.80%</td>
</tr>
</tbody>
</table>
Result Comparison with Related Studies

The proposed study focused on ADHD identification using fMRI data by extracting the most prominent features of fALFF, ReHo, and SBC to get the regional activities in the brain. DMN was used to study the abnormal activities while using that DMN region with SBC to extract features. The novelty of the study is more emphasized by pre-processing fMRI raw data and the optimal feature extraction methodology. Moreover, the CNN model that has been used as the learning model, was able to drive an accurate model with the pre-processed and feature extracted fMRI data. As an extension to our previous study on ADHD identification using eye movement data with a rule-based approach (De Silva et al., 2019b), and ADHD-Care_v1 using the pre-processed fMRI data with CNN technique (Ariyaratne, 2020), in this study, we have implemented the ADHD-Care_v2 which focuses mainly on un-processed fMRI data for the ADHD identification using CNN.

Table 4 states the comparison of the proposed study with the related work. The consideration of different feature types of fMRI data is used to identify the important aspects such as spatial distribution (Cortese et al., 2012), region-wise analysis, and the complementary and novel feature exposure. Cortical features specify the connectivity patterns of sensory areas in the human brain. The spatial and temporal features consist of spatial dependencies between voxels and the related time components of the functional MRI data, respectively. Connectivity features include the correlation measures between different brain regions. Frequency feature indicates the selection of the highest frequency of the voxel in the BOLD signal recorded as fMRI data after converting from the time domain to the frequency domain (Kuang et al., 2014b).

Among the features found in the related studies, cortical features representing the brain structure have been focused on both Peng et al. and Deshpande et al. Apart from that spatial features focusing on the spatial distribution of the brain areas, Mao et al. and Kuang et al. have been using deep belief networks and 4D CNN for different experimental setups. These studies have been used ELM and FCC (Fully Connected Cascade) ANN as the classification method and obtained high accuracy values, but have not been able to narrow down the areas of interest which are found to be highly active in ADHD subjects. Since the deep learning methods are not representable, having a specification of the area of interest is vital in medical imaging analysis.

As another approach, the brain neural connectivity has been studied by the neural activity in Sato et al. using fMRI data. They have used SVM classifier by considering different combinations of features such as ReHo, fALFF and RSN. Considering different combinations, they have shown a classification accuracy of 67%. Seed based approach with CNN classification for main DMN regions that are activated in ADHD subjects was implemented as a prior version, ADHD-Care_v1 (Ariyarathe et al., 2020). In that study, an accuracy of 85.21% was obtained for the MPC region with a sensitivity of 72.80%. Additionally, Rubasinghe & Meedeniya, have shown similar classification accuracy values using different learning models; however, it is limited with customizable classifiers (Rubasinghe & Meedeniya, 2020).

The proposed methodology using SBC in this paper has been able to address most of the issues in the previous work including the consideration of brain regions of interest other than the whole brain aspect, application of data augmentation to eliminate any imbalance in the dataset. Moreover, this study is based on an ensemble model consists of all DMN regions. An accuracy of 85.36% was obtained with the assignment of the appropriate weights for each DMN region model according to the accuracy values obtained for each DMN regional model. Thus, the solution was able to achieve high accuracy supported by above-average sensitivity and specificity values. Moreover, one of the main contributions of the proposed study is to show that the seed-based correlation is one of the optimal feature extraction technique for fMRI classification in ADHD identification process. The results show that the proposed methodology, based on seed-based correlations of main DMN areas, has high performance compared to the other features and prior works. Both pre-processing approaches for fMRI data with C-PAC pre-processing pipeline and SPM12 have obtained similar values with a slight difference in accuracy, specificity, and sensitivity. Also, the classification with pre-processed
Table 4. Comparison of results with related studies

<table>
<thead>
<tr>
<th>Related work on ADHD classification</th>
<th>Classification Technique</th>
<th>Feature Type</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Cortical features</td>
<td>Spatio temporal</td>
</tr>
<tr>
<td>Peng et al., (2013)</td>
<td>ELM</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Mao et al., (2019)</td>
<td>4D CNN</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Kuang et al., (2014a)</td>
<td>DBN</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Deshpande, Wang, Rangaparakash &amp; Wilamowski, (2015)</td>
<td>FCC ANN</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Sato et. al, (2012)</td>
<td>SVM</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Rubasinghe &amp; Meedeniya, (2020)</td>
<td>SVM, NB, KNN</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Ariyarathne et al., (2020)</td>
<td>CNN</td>
<td>PCC</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LTJ</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>RTJ</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MPC</td>
<td></td>
</tr>
<tr>
<td>Proposed ADHD-Care_v2 model</td>
<td>3D CNN</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

data has shown higher accuracy compared to the use of raw data without applying any pre-processing techniques.

Further, FCC neural network architectures are bound to be overfitting without a proper way of handling overfitting issues. The recommended practices include regularization and data augmentation (Cogswell et. al, 2015; Xu, et. al, 2019). Although the work presented by Deshpande et al., has used an FCC architecture, and obtained 90% accuracy value, it has a higher potential of overfitting without the usage of the techniques such as regularization and data augmentation. In contrast, the proposed solution of this paper has used CNN with a final layer of fully connected layer, whereas Deshpande et. al have used a cascading architecture of fully connected layers. However, using an array of fully connected layers in a neural network is bound to be overfitting (Xu, et. al, 2019). Further, to prevent the overfitting, in this proposed solution we have used L2 regularization and data augmentation. Because of that the overfitting of the presented model has been limited, (Jaiswal et. al, 2018; Takahashi et. al, 2016) and was able to achieve 85.36% accuracy.

Future Research Directions

As this study is mainly based on the DMN brain region, this can be further improved by exploring different brain regions with the un-processed fMRI data. Furthermore, ADHD subtype identification can also be done as a future work, which will be an extension to our study. Although only fMRI data is considered for the proposed ADHD identification, this research can be extended to a framework that can input other psychophysiological measures such as eye movement data, EEG, structural MRI. Moreover, such data sources can be experimented by combining with fMRI data, which will be a novel future work in the research field of ADHD identification. Thus, this approach can be extended to a generic framework (Meedeniya & Rubasinghe, 2020), that supports the classification of different psychophysiological data related to neurological disorders. However, acquiring appropriate datasets with the correct labelling of disorder types and a large number of datasets are some of the challenges associated with health-care research due to disclosure of personal data. Further, the classification accuracy and performance can be improved by applying Deep Probabilistic Programming based approaches to process medical images (Rubasinghe & Meedeniya, 2019).
CONCLUSION

The advancement of medical image processing supports immensely to analyse clinical data. ADHD is a chronic psychiatric disorder resulting in behavioural issues that affect social interaction, communication and leads to many other comorbid disorders. Hence, early diagnosis of ADHD is important to reduce the risk of having severe symptoms. This paper has addressed fMRI image processing, feature extraction and classification approach that enables accurate ADHD subject classification. Mainly, this study is based on identifying the optimal data processing and feature extraction methods based on seed-based correlation, ReHo and fALFF for CNN based learning model that considers the entire DMN region coordinates. The classification accuracy for a seed-based approach using pre-processed by SPM12 and C-PAC has obtained 85.36% and 83.4% for selected DMN regions, respectively.

This work can be further extended by appraising different networks other than DMN such as a motor network to derive the seed-based correlations. The proposed solution can be further developed to identify the ADHD subtypes; inattentively, impulsivity and hyperactivity. In datasets point of view, a combination of different data sources such as EEG, eye movement data, structural MRI can be used together with fMRI data to acquire balanced sensitivity and specificity values.
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