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ABSTRACT

Dealing with imbalanced data represents a great challenge in data mining as well as in machine 
learning task. In this investigation, the authors are interested in the problem of class imbalance in 
authorship attribution (AA) task, with specific application on Arabic text data. This article proposes 
a new hybrid approach based on principal components analysis (PCA) and synthetic minority over-
sampling technique (SMOTE), which considerably improve the performances of authorship attribution 
on imbalanced data. The used dataset contains seven Arabic books written by seven different scholars, 
which are segmented into text segments of the same size, with an average length of 2,900 words per 
text. The obtained results of the experiments show that the proposed approach using the SMO-SVM 
classifier presents high performance in terms of authorship attribution accuracy (100%), especially with 
starting character-bigrams. In addition, the proposed method appears quite interesting by improving 
the AA performances in imbalanced datasets, mainly with function words.
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1. INTRODUCTION

Authorship attribution (AA) is one of the earliest research fields of computational linguistics and 
has a long history in identifying disputed or unknown authors (Mosteller & Wallace, 1984). Several 
researchers were interested in a myriad of applications of AA such as email authorship verification, 
categorizing harassing emails and anonymous messages in textual conversations and social media 
forensics (Rocha et al., 2017), Online criminality (Edwards, 2018). In addition, AA can be used to 
identify the document sources (Li et al., 2013), disputed authorship (Eder, 2015), plagiarism detection 
in student essays (AlSallal et al., 2019), etc.

AA consists of studying the author’s writing pattern (or stylometry) to respond to the following 
question: Who is the author of this document?. Accordingly, the suitable set of features is extracted 
and combined with the more reliable classification technique to find the right author. In this regard, 
function words (stop words) and the spelling errors should be kept, because they have a substantial 
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role in the identification task. On the other hand, two parameters are important in stylometry and 
should be exploited, namely: the text’s length (number of words) and the number of authors. In 
addition, some researchers have set some conditions to accurately identify the authors, such as the 
same theme, the same genre (i.e. poems, news, scientific papers, etc.) and the same period of time. 
However, features extraction is not the only operator that influences AA, where there are other factors 
such as the dataset size (training and test), number of candidate authors and the distribution of the 
training corpus over the authors (balanced or unbalanced dataset).

Over decades, several stylometric features have been investigated and applied in AA, where 
there are a myriad of stylometric features commonly used in stylometry such as sentence length 
and vocabulary richness (Yule, 1994), function words (Holmes et al., 2001; Zhao & Zobel, 2005), 
punctuation marks (Baayen et al., 2002) and characters n-gram (Juola, 2004). The use of function 
words to produce best performances is due to two reasons. The first one is their frequency in the 
document, which is very hardly under conscious control and reduces the risk of false attribution. 
Secondly, function words, unlike content words, are totally independent from the text’s topic or genre 
(Argamon et al., 2007).

Regarding the number of related works carried out in AA, most of them addressed Latin languages 
(e.g. English), while a few researches were conducted on the Arabic language and in particular those 
using unbalanced data. Several researchers confirmed that balanced datasets provide high accuracies 
in contrast to unbalanced datasets (Li et al., 2018; Pan et al., 2020). However, it is tricky to collect 
sufficient data for each author. In this regard, the aim of this investigation is to deal with Arabic 
AA using unbalanced dataset, where seven Arabic books with different text lengths and written by 
different authors (in the same period) have been used.

To resolve AA problem, we have used the unsupervised principal component analysis (PCA) 
combined with the oversampling technique (SMOTE) to reduce data dimensionality. We have 
conducted a series of experiments using our dataset (i.e. SAB-2 dataset), where PCA was applied 
to eliminate irrelevant features, and subsequently SMOTE resampling was used to balance the class 
distribution and increase the variety of sample domains. Finally, SMO-SVM and BayesNet classifiers 
were applied on the filtered dataset, where they were compared using different evaluation metrics. 
The hybrid approach combining both algorithms showed interesting performances (100% of accuracy) 
on unbalanced data.

This paper is organized as follows: in section 2, we present some related works on AA and Arabic 
AA. The dataset is described in section 3, while section 4 presents our AA approach. Finally, we present 
the experimental results in section 5, and section 6 gives a short conclusion on this research work.

2. ReLATeD wORKS

In the last decade, some of AA researches have achieved high accuracies using lexical features such 
as the frequency of common words, stop words, words n-gram and characters n-gram (Argamon & 
Levitan, 2005). As mentioned above, a lot of works addressed English texts, and some authors used 
the words. For instance, Abbasi and Chen (2005) used a set of 150 function words, Zaho and Zobel 
(2005) used a set of 365 function words. Similarity, another set of 645 function words was proposed 
in (Argamon et al., 2007).

On the other hand, Koppel et al. (2007) used the 250 most frequent words, while Stamatatos 
extracted the 1000 most frequent words (Stamatatos, 2006a). On large scale, Madigan et al. (2005) 
used all the words that appear at least twice in the dataset. Conversely, Koppel and Schler (2003) 
suggested various writing mistake measures to discover the idiosyncrasies of an author’s style. Thus, 
a set of misspelling errors was defined, which could be used in several NLP applications to profile 
the writing style (Grieve, 2007).

The application of characters n-gram is the most successful approach on authorship attribution 
(Koppel et al., 2011), but the reason for their success is not well understood. Juola (2004) proposed 
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one of the best performing approaches based on characters n-gram in AA. The latter produced 
high performances and used in several works (Peng et al., 2003; Kešelj et al., 2003; Stamatatos, 
2006b). Moreover, Grieve (2007) compared different lexical and character features, and the results 
showed that characters n-gram are more reliable. Finally, NN (neural network) classifier based on 
continuous representation of n-gram features was used, and the results showed that the proposed 
model outperforms the state-of-the-art on two datasets (Sari et al., 2017).

To deal with text classification, a first step is to get a representation of the text for using in 
machine learning. Term Frequency-Inverse Document Frequency (TF-IDF) is a common way used to 
convert text into numerical dataset (Salton & Buckley, 1988). Although this method has been proved 
in Information Retrieval field and text mining task, but it is not most efficient for authorship attribution 
because TFIDF disregard the class label information of the training texts (Swathi et al., 2018).

The choice of the suitable classifier is an important step in classification problems. Hence, 
Multiple Regression and Discriminant Analysis were used by Stamatatos et al. (2001) in AA, and the 
best accuracy was 72%. Kjell (1994) investigated neural networks and bayesian classifiers in AA, and 
the best achieved accuracy was 90%. Bozkurt et al. (2007) compared several classification techniques 
and features such as bayesian classifier, parametric method, Parzen windows, histogram based method, 
k-nearest-neighbor, SVM, k-means clustering algorithm and NN. In addition, they also used PCA 
in conjunction with various classifiers to reduce the features dimension. The experimental results 
showed that SVM combined with PCA and based on function words reported the best performances. 
Various AA models make use of SVM classifiers with some lexical or syntactic feature. Some studies 
comparing different machine learning techniques in AA (Abbasi & Chen, 2005; Zhang & Lee, 2006) 
showed that SVM is the best learning model for AA. Other studies figured out that some variations of 
Winnow and Bayesian regression are also very favorable (Koppel & Schler, 2003; Genkin et al., 2007).

Another important point in AA is to find the minimal amount of data in order to get reliable 
results. In 2015, Eder (2015) tried to resolve this problem by providing some key solutions to find 
the minimal size of text samples in AA. The experiments were conducted on different types of 
texts and different languages, where the results showed that texts with 2500 tokens at least accurate 
the identification task. In addition, a novel approach has been proposed based on artificial neural 
network (ANN) and feature selection using the principal component analysis (PCA) technique for 
PDF malware detection. The evaluation on 105,000 real-world PDF documents shows that the model 
with PCA can significantly minimize learning time and feature redundancy with lower effect on data 
information loss (Zhang, 2019).

Despite the most of works in AA addressed different languages, there are a few works carried 
out on the Arabic language. For instance, Alwajeeh et al. (2014) used SVM and NB classifiers to 
deal with Arabic AA, and the results showed that both algorithms perform better. The use of words 
function was investigated in Arabic AA by Shaker and Corne (2012), where it was compared it to 
English AA. Moreover, he also proposed a hybrid approach between evolutionary search and LDA 
to get the best small number of features. Ouamour and Sayoud (2018) presented a method to handle 
AA problem of short Arabic texts. This survey based on several features such as characters, characters 
bi-gram, characters tri-gram, characters tetra-gram, words, words bi-gram and rare words. The AA 
is achieved by 3 classifiers and a new proposed fusion called VBF (Vote Based Fusion). The results 
were interesting and the proposed VBF fusion produced high accuracy (about 90%). Furthermore, 
Authorship attribution in Arabic poetry Model (APAAM) is proposed by Al-Falahi et al. (2019). This 
study based on different features such as poetry features, syntactic features and semantic features using 
classification algorithms Linear discriminant analysis, Naïve Bayes and Support Vector Machine. 
The experiments were conducted on a set of 114 random poets from entirely various periods. The 
results were interesting with 99.12% of performance accuracy.

Unbalanced data is the common issue in data mining and machine learning, and it was solved 
mainly in two ways such as data level and algorithm level (Krawczyk, 2016). On data level, the 
resampling technique is the most common technique applied to get balanced distribution from 
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unbalanced datasets. Different resampling techniques have been proposed, and can be categorized 
into two groups, i.e. undersampling and oversampling. Undersampling removes certain numbers of 
instances from the original dataset by randomly select a set of major class examples, and subsequently 
remove this sample to achieve a balanced dataset. On the other hand, oversampling is one of the 
simplest sampling methods, and consists of randomly selecting a set of minor class examples (He & 
Garcia, 2009), and subsequently duplicating the selected examples and increasing them to original 
data set. Moreover, one of the most famous approaches in unbalanced class problem is the Synthetic 
Minority Oversampling Technique (or SMOTE) (Chawla et al., 2002). SMOTE can be better than 
simple oversampling and it has proven successful in wide variety of applications from different 
fields (He et al., 2009). For example, SMOTE was used for diagnose the disease’s class, where it is 
used in (Mohd et al., 2019) to balanced training dataset by generating new synthetic samples, where 
the balanced datasets were trained with machine learning algorithms. The experiment is conducted 
on oral cancer dataset and erythemato-squamous diseases dataset from the UCI machine learning 
datasets. SMOTE approach showed best results in clinical disease classification. In addition, two 
effective sampling methods based on SMOTE and Gaussian distribution are presented, where the 
first one, Adaptive-SMOTE, improves the SMOTE method and the other technique, Gaussian 
Oversampling, combines Gaussian distribution with the dimension reduction (Pan et al., 2020). The 
experiments on 15 datasets display that the two proposed sampling methods better compared with 
other typical methods. Furthermore, Soltanzadeh and Hashemzadeh (2021) improved SMOTE-based 
algorithm, namely Range-Controlled SMOTE (RCSMOTE), which aimed all three problem issues 
of SMOTE approach together. This method present advances the over-sampling process on the right 
samples and in the right places in the data space. The experiments on several datasets, display that 
the RCSMOTE overcomes the problems of SMOTE. The study of (Alhakbani, 2018) focuses on 
the class imbalance problem in data mining, where swarm intelligence techniques like Stochastic 
Diffusion Search (SDS) and Dispersive Flies Optimization (DFO) along with SVM classifier were 
used. Results display that SDS can be improved the classifier performance on imbalanced datasets. 
In addition, DFO has given promising results in these experiments; moreover, Stamatatos (2008) 
try to cover the class unbalance problem for authorship attribution task. In brief, a new method for 
handling unbalanced datasets through segmenting the training texts into samples was proposed. Hence, 
Majority class can be segmented into longer samples, and minority class into many short samples. 
Thus, the training size of minority class is increased by text sampling. This work is experimented on 
Arabic and English text corpora.

In this study, we propose a hybrid method based on PCA and SMOTE approach to enhance the 
performances of AA in unbalanced Arabic dataset.

3. DATASeT

We have created a new dataset for Arabic authorship attribution, where it regroups seven different 
Arabic books written by seven religious scholars. The dataset is called SAB-2 (Seven Arabic Books 
– dataset two). The books are clustered into distinct text segments, where the segment lengths are not 
equal and range within an interval. The average length is 2900 words per segment. In fact, according 
to the previous research of Eder (2015), it has been shown that the minimum size per text should be 
at least 2500 words to ensure a good authorship performance. The size of each segment per book is 
shown in Table 1.

4. AUTHORSHIP ATTRIBUTION BASeD ON PCA AND SMOTe 

The main purpose of this work is to increase the identification performance in the case of unbalanced 
dataset. Hence, we propose a new hybrid approach based on principal components analysis (PCA) 
and synthetic minority over-sampling technique (SMOTE) with a new set of features. Firstly, the 
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frequencies of the lexical based stylometric features are calculated and reduced by PCA, and next 
the data is balanced using SMOTE. The proposed AA method used in this work, is summarized in 
the following block diagram (Figure 1).

4.1. Text Pre-Processing
In order to improve data quality and the identification performance, the textual data must be pre-
processed. In this regard, punctuation marks, diacritics, numbers and non-Arabic letters are removed 
from the texts. Next, each text is encoded according to UTF8 encoding.

4.2. Feature extraction
The choice of the best set of features, which can characterize the author’s writing style, is a primordial 
step for machine learning algorithms, and is highly related to the text language. Several linguistic 
features are proposed in AA. For instance, vocabulary based features (Juola, 2006) such as the 
average sentence length, and syntax based features (Stamatatos et al., 2001) such as function words 
and characters based features. In this paper, two types of features are proposed, i.e. function words 
(FW) and starting n-grams.

4.2.1. Function Words
Function words have little lexical content and repeated frequently in any text such as definite and 
indefinite articles, conjunctions, adverbs, etc. Indeed, the author’s writing style could be distinguished 
regarding the function words. The reason behind function words to perform well is due to topic-
independent (Argamon et al., 2007). In this work, we have proposed a new list of Arabic function 
words regrouping 600 words (Table 2).

4.2.2. Starting N-Grams
In order to extract this type of features, we firstly extract a list of words from the text, and subsequently 
we take the first characters n-gram of each word. Consecutively, based on the characters n-gram a 
profile is created containing the frequency of each n-gram (number of occurrences). In this work, 
we have used characters bi-gram and tri-gram (Figure 2).

4.3. Dimensionality Reduction (Principal Components Analysis)
Dimensionality reduction is process of reducing the number of feature set in order to get a set of 
uncorrelated principal features. It consists of transforming the data from high-dimensional space to 
low-dimensional space (Guandong et al., 2013). In order to reduce the number of the original features 
and select the most relevant ones, PCA dimensionality reduction technique is used in this work.

Table 1. SAB-2 dataset description. Big and small are logical parameters (binary value)

Book/Author Number of segments by book Big/ Small parameter#

1st book: books of Hassan 29 segments Big

2nd book: books of alarifi 8 segments Small

3rd book: books of Alghazali 39 segments Big

4th book: books of AlQuaradhawi 13 segments Small

5th book: books of Abdelkafy 10 segments Small

6th book: books of Aid Alkarny 23 segments Big

7th book: books of Amrokhaled 9 segments Small
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PCA is a multivariate statistical method that attempts to reduce very large data set by eliminating 
the original features dependent on the correlation between features (Jolliffe, 2002). This elimination 
is achieved by a linear vector transformation of features vector. PCA aims to find maximum variance 
of projection of the original feature space in new subspace with fewer dimensions. This issue can be 
solved by determining a corresponding eigenvectors with the maximum eigenvalues in the transformed 

Figure 1.General scheme of the combined PCA with SMOTE

Table 2. List of some Arabic function words

Demonstrative pronouns Translation Possessive pronouns Translation conjunctions Translation

أنا I لي Mine لهذا For this

نحن We لنا Our بسبب Because of

انت You لك Yours فسوف It will

هو He له His فلذلك So it is
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space variance matrix. Then, belonging uncorrelated component can be selected beginning by higher 
ones. Features with high linear correlation that have the same information are eliminated.

4.4. Synthetic Minority Oversampling Technique (SOMTe) Approach
Recently, the scenario of class unbalance becomes a great challenge for data classification. There are 
different methods available for class unbalance problem, one of the famous approaches to solve class 
unbalance problem is sampling. The goal of sampling methods is to modify the distributions of the 
majority and minority class in the training data set to get relatively balanced class distribution (Hoang 
et al., 2009). The main approaches to deal with class unbalance attempt to rebalance the training set 
by: Under-sampling of the majority class and Over-sampling of the minority class.

One of the famous oversampling approaches is SOMTE (Synthetic Minority Over-sampling 
TEchnique). SMOTE was introduced by Chawla et al. (2002). The SMOTE algorithm creates artificial 
new instances based on the feature space similarities between existing minority examples. New 
instance values are derived from interpolation rather than extrapolation, so they still carry relevance 
to the underlying dataset. Specifically, for each minority class instance SMOTE interpolates values 
using a k-nearest neighbor technique and creates attribute values for new data instances. For a given 
integer K, the k-nearest neighbors are defined as the K elements of a set of minority class samples 
whose Euclidian distance exhibits the smallest magnitude along the n-dimension of feature space. 
To create a synthetic sample, randomly select one of the k-nearest neighbors, then multiply the 
corresponding feature vector difference with random number between [0,1], and add this vector to 
the instance as shown in Equation 1.

Y Y Y Y
new i i i
= + ′−( )×∂  (1)

Where Ynew represents a new instance, Yi is the minority under consideration Y’
i is one of the 

k- nearest neighbors for Yi and is a random value between 0 and 1.
SMOTE is considered as one of the most influential data sampling or preprocessing algorithms in 

machine learning and data mining (García et al., 2016). Due to its popularity and influence, we have 
used the SMOTE approach in our work. Figure 3 shows examples of producing artificial unbalanced 
distributions of the data set over 7 authors before and after applying the SMOTE approach.

4.5. Classification Methods
In our experiments, the authorship is classified using two classifiers and 5-fold cross validation which 
divides the SAB-2 dataset into training and test data. The description of the two classifiers is as follows:

Figure 2. Example of extracting the Starting n-grams from the word of a text
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4.5.1. Sequential Minimal Optimization Based Support Vector Machine (SMO-SVM)
A Support Vector Machine (SVM) is a discriminative classifier, and represents the samples as points 
in the space. The samples are separated as categories by a clear gap as wide as possible. The clear 
gap (called margin) maximizes the distance between itself and nearest training point that can be used 
in classification, regression, clustering or other tasks. The nearest data point to the margin is known 
as support vector. Concerning the Sequential Minimal Optimization (SMO) algorithm, it is used to 
speed up the training of the SVM (Keerthi et al., 2001).

4.5.2. Bayes Net (Bayesian Network)
The Bayesian network is mainly based on Bayes theorem. Its structure is an acyclic directed graph 
(Heckerman et al., 1995) for estimating probabilistic relationships based on conditional probabilities, 
where the conditional probability on each node is calculated and formed. Then, the nodes, links, and 
probability distributions are the structure of the network. There are two learning steps in Bayesian 
networks, network learning and learning the probability tables. The network structure is specified 
by identifying which attributes have the strongest dependencies between them. Every node ai has a 
rearward probability distribution derived from its parents. The attribution includes the computation of 
the joint probability of different attributes, taking dependencies into account illustrated in Equation 2:

P a a P a Parents a
n i

n

i i1
, ( / )……( ) = ( )∏  (2)

5. eXPeRIMeNTAL ReSULTS AND ANALySIS

5.1. evaluation
Evaluation metrics play an important role to evaluate the classification performance. Accuracy measure 
and F-measure are one of the most relevant measures for unbalanced data. F-measure is defined as 
the harmonic mean of recall and precision (Hoang et al., 2009). The formula is described as follows:

F measure
Recall precision

Recall precision
− =

× ×
+

2  (3)

Figure 3. Distribution of text samples over the authors. Left: original imbalanced text samples. Right: Balanced training text 
samples produced by SMOTE approach
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Accuracy is calculated, in our investigation, by using the following formula:

Accuracy
Number of correctly classified segments

Total numb
=

eer of tested examples
 (4)

When the classification problem has a small dataset, it would be difficult to supply sufficient 
data for separating the training set and testing set. So in this case, it is possible to use n-fold cross 
validation technique (Weiss & Kulikowski, 1991). The latter is a statistical technique generally applied 
in Machine Learning models, to evaluate in a significant manner the algorithms by using the overall 
dataset (both training and testing). In our work, we performed 5-fold cross validation. In brief, our 
data was randomly splitted into five groups (of equal size). The authorship model is trained on four 
partitions, and tested on the remaining one. The procedure is then repeated and each fold is held out 
for testing. Therefore, the classification task is performed 5 times, each time different partition is 
used as testing data, and the remaining four partitions are used in training. The results of these five 
classification tasks are then combined for calculating the average results for the dataset.

5.2. Classification experiments without Preprocessing
In order to figure out the robustness of our proposal, we conduct an experiment on AA without 
preprocessing. Thus, we use this experiment as a baseline compare different scenarios. The results 
produced by the two classifiers, i.e. SVM and NB, in terms of accuracy and F-measure are described 
in Table 3. From the table, we notice that the average accuracy ranges between 91% and 95%, and 
it could be considered as good. In addition, it is noticed that SVM with starting bi-grams produces 
good performances in contrast to other classifiers with different features.

5.3. Finding The Optimal PCA Dimension
In this experiment, we aim to obtain an optimal PCA dimension that represents the number of features 
providing the best performance. Some results of this experiment are shown in Figures 4 and 5. The 
performance of our method using FW by varying the number of features proposed by PCA is shown 
in figure 4. With both SVM and NB classifiers, we notice that the optimal size of features for FW 
is between 300 and 400, which represents approximately the half of the total size of the original 
features (i.e. 600).

Figure 5 shows the performance of our method using starting bigrams and starting trigrams by 
varying the number of features proposed by PCA. For starting bigrams, we notice that the optimal 
size of features is between 300 and 400, which represents one third of the total size of the original 
features (i.e. 890).We notice that the optimal size of features for starting trigrams is about 300, and 
represents one third of the total size of the original features (i.e. 1000). In other words, the PCA 
reduces the feature size to a one third. We notice that our approach begins to be accurate with 300 
features using SVM, while NB classifier gets high performance with all the features.

Table 3. Performance results with five-fold cross validation using SVM and Bayes Net classifiers

Classification 
Algorithm 

Accuracy% F-measure

FW Starting 
bigrams

Starting 
trigrams FW Starting 

bigrams
Starting 
trigrams

SMO-SVM 93.93 95.45 95.45 0.936 0.954 0.954

Bayes Net 90.90 93.93 92.42 0.910 0.939 0.923
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The eigenvalue latencies for the all features of the data are shown in Figures 6 and Figure 7. These 
figures show two curves, the upper shows the cumulative variance obtained by the all components, 
while the lower shows the proportion of variance for each principal component. It can be seen that 
about 99% of the variances (information) contained in our data are retained by the 150 principal 
components.

5.4. Author Identification Using SMOTe and PCA+SMOTe
In order to solve the problem of unbalanced data, we applied the PCA reduction and the SMOTE 
approach. We aim to obtain a new dataset with a balanced number of instances in each class. Then, 
we compare the obtained results with experimental results without preprocessing.

The results produced by the SMOTE and our method (SMOTE+PCA) using the three features 
(FW, Starting Bigrams and Starting Trigrams) are shown in table 4.

Figure 4. Comparison between different numbers of features proposed by PCA. The case of function words

Figure 5. Comparison between different numbers of features proposed by PCA. Left: The case of starting bigrams. Right: The 
case of starting trigrams.
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It can be clearly seen that the PCA+SMOTE improves significantly the accuracy of SVM 
classifier, where the best performances (100%) are obtained by Starting Bigrams. However it provides 
a less accuracy (about 91.5%) with NB classifier using FW.

Figure 8 shows the obtained F-measure using both techniques: SMOTE and PCA+SMOTE. 
We notice that the proposed method is suitable with FW, and the F-measure is increased from 95% 
using SMOTE to 99% using PCA+SMOTE. In addition, The SMOTE approach has produced the 
best performance with NB using all the features.

Figure 6. Eigenvalues and the cumulative variation deduced by the PCA. The case of function words

Figure 7. Eigenvalues and the cumulative variation deduced by the PCA. Left: The case of starting bigrams. Right: The case of 
starting trigrams.
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The best accuracy of SVM and NB using different features across the 5-fold cross validation on 
unbalanced data are summarized in Figure 9. We notice from the figure that the combination of both 
methods (PCA and SMOTE) can lead to high performances using SVM and the latter outperforms 
NB classifier as expected. Finally, we conclude that even though the PCA and SMOTE can reduce 
the features size and improve the identification task when used alone, and the combination of both 
can lead to high performances.

5.5. Comparison with Other Methods
For comparative purposes, we considered some works conducted on AA with unbalanced Arabic 
datasets. Stamatatos (2008), used four methods to handle unbalanced multi-class textual datasets in 
AA, he segmented the training set into several samples according to the class size. The evaluation of 
the four methods is based on two corpora, i.e. newswire stories in English and newspaper reportage in 
Arabic. This work was one of the most important in Arabic AA using unbalanced dataset. Hence, we 
decided to compare our work with this work. Figure 10 illustrates a comparison between our results 
and those obtained by Stamatatos’s method in terms of accuracy on our dataset (SAB-2).

The results show that the proposed method achieved the best accuracy (100%) using SVM, while 
the second-best accuracy was produced by Stamatatos’s method (about 96.33%).

Table 4. Accuracies produced using SMOTE and SMOTE+PCA

Approach

Features

FW Starting Bigrams Starting Trigrams

SMO-SVM BayesNet SMO-SVM BayesNet SMO-SVM BayesNet

SMOTE 95.97 93.77 100 98.90 99.26 98.53

SMOTE+PCA 99.66 91.57 100 95.60 99.66 96.33

Figure 8. Comparison between SMOTE and PCA+SMOTE using different features. Left: using SMOTE. Right: using PCA+SMOTE
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6. CONCLUSION

In this paper, we have proposed a new hybrid approach between PCA reduction and SOMTE in 
authorship attribution using unbalanced dataset. In this regard, we have conceived a new Arabic 
dataset (called SAB-2 corpus). In addition, we have proposed two types of features such as function 
words and starting n-grams. The set of features is reduced by the PCA, and the results are submitted 
to the SMOTE part to construct a balanced data. We have used two classifiers, namely: SVM and NB, 
where they are evaluated based on the cross-validation because of the limited dataset size (SAB-2).

We have conducted three sets of experiments, where the first one concerns the classification 
without preprocessing. The second experiment aims to study the effect of the feature set size, and 

Figure 9. Comparison between the baseline and proposed method (PCA+SMOTE)

Figure 10. Comparison of our method proposed with the methods of Statamatos
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the last one focuses on studying the effect of our proposed feature selection method. We can draw 
the following conclusions from the conducted experiments:

• Without preprocessing, SVM can reach 95.45% of accuracy using starting character tri-grams, 
while NB classifier produces the lowest accuracy (about 90.90%) with function words.

• PCA can select nearly a half of the global feature set when we use function words and starting 
bigrams, and can select one third of the feature set when we use starting trigrams.

• The combination between PCA and SMOTE considerably improves the classification accuracy, 
where the SVM reaches 100% of accuracy using starting bigrams.

• The hybrid approach can deal effectively with unbalanced datasets.

As perspectives, we expect to extend our approach to author verification and discrimination. 
Moreover, we intend to extend the experiments to larger unbalanced corpora to get more significant 
results.
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