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ABSTRACT

Negation is an important linguistic phenomenon that needs to be considered for identifying correct 
sentiments from the opinionated data available in digital form. It has the power to alter the polarity or 
strength of the polarity of affected words. In this paper, the authors present a survey on the negation role 
that has been done until now in sentiment analysis, specifically Twitter sentiment analysis. The authors 
discuss the various approaches of modelling negation in Twitter sentiment analysis. In particular, 
their focus is on negation scope detection and negation handling methods. This article also presents 
some of the challenges and limits of negation accounting in the field of Twitter sentiment analysis.
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1. INTRODUCTION

Twitter sentiment analysis (TSA) involves sorting out and grouping of articulated texture opinions 
automatically on various topics. Such an analysis aids in determining the embedded sentiment and the 
effect of the expressed opinions intended for the readers (Cambria et al., 2017). An important subtasks 
of TSA then is the identification of opinionated words (sentiment carrying words). SentiWordNet 
(SWN) 3.0 and other lexicons avail for this purpose (Baccianella et al., 2010), but a major challenge 
often encountered in TSA is the presence of negation, resulting in lexical ambiguity.

In health care, negation is an essential linguistic element that can change the semantic orientation 
of a piece of text. Originating from the biomedical domain (Chapman et al., 2001; Mutalik et al., 2001; 
Morante et al., 2008), negation plays a vital role in either written or spoken natural languages (NLs). 
Given the frequent use of negation in biomedicine (e.g., Taylor & Harabagiu, 2018), negation is of 
significance in health care. As biomedical text represents a vast depository of information feeding 
the healthcare system, the negation data often seen in clinical reports (Chapman et al., 2001) must be 
further mined to provide valuable hidden knowledge via sentiment analysis, for example, predicting 
the risk of dispensing certain drugs. Related to biomedical text mining, the work of Mukherjee et al. 
(2017), who use NegAIT parser for detecting morphological negation, double negation, and sentential 
negation in medical text is prominent.

To date, there is a scarcity of research focussing on the medical text such as CONLL2010 (Farkas 
et al., 2010) and *SEM 2012, centering on determining the negation scope (Morante & Blanco, 2012). 
One of the popularly used corpus for negation scope resolution has been the BioScope corpora, 

https://orcid.org/0000-0002-9256-3825


International Journal of Healthcare Information Systems and Informatics
Volume 16 • Issue 4 • October-December 2021

2

annotated with cues and scopes (Vincze et al., 2008). According to Vincze et al. (2008), one out of 
eight sentences in existing biomedical text has negation. A growing number of approaches have been 
explored over the years to address the negation modelling problem, including machine learning (ML) 
classifier, rule-based, and more recently, deep learning methods.

Figure 1 displays various approaches applicable in identifying negation cue and detecting scope, 
specifically in the biomedical domain.

In early research, several rule-base negation detection techniques have been developed and used 
such as NegEx (Chapman et al., 2001) and NegFinder (Mutalik et al., 2001). These techniques can 
identify negated findings in the clinical context and discharge summaries, but such approaches are 
simply no longer adequate for complex structures. Consequently, new techniques and tools have 
emerged to detect negation in the health care context such as DEEPEN (Mehrabi et al., 2015), 
MEDLEE, and other ontology-based approaches. The rule-based approach is among the firsts to be 
used on the Bioscope corpus for negation detection and scope resolution. A notable example is the 
enduring work of Chapman et al. (2001) on NegEx, a simplistic tool that requires the user to provide 
a list of phrases and expressions that could be negated. This work has been extensively applied in 
the biomedical domain.

Table 1 details earlier works in the biomedical domain for the negation modelling including the 
corpus, results, and negation approaches (for cue detection and scope resolution).

In this paper, various studies on negation modelling specific to sentiment analysis, especially TSA, 
are reviewed. The primary goal is to determine the effectiveness of modelling negation in health care; 
specifically, in the biomedical domain and tweets on broader health care topics given that negation 
and negation modelling are frequent and relevant towards achieving such a goal. The focus thus will 
be on various negation scope resolution and negation handling approaches used in sentiment analysis, 
including key challenges faced during negation modelling in TSA. The rest of the paper is organised 
as follows. Section 2 presents the research motivation while Section 3 describes the various forms or 
types of negation. Section 4 highlights the various phases of modelling negation in sentiment analysis. 

Figure 1. Different approaches used in the literature for the negation cue and scope detection in the biomedical domain
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Table 1. Previous work on negation modelling in the biomedical domain

Authors Year Corpus Negation detection 
approaches

Result

Chapman et al. 2001 Discharge summaries (custom 
dataset)

NegEx (regular expression parser for 
negation cue detection)

Precision: 84.49, Recall: 77.84, and F1 score: 
81.03

Elkin et al. 2005 Clinical notes Negation ontology (based on NegEx) -

Huang & Lowe 2007 Clinical radiology report Hybrid approach (regular expression 
matching with grammatical parsing)

Precision: 99.8, recall: 92.6, and F1 score: NA

Morante et al. 2008 BioScope Corpus (Abstracts) Machine learning approach for cue 
and scope detection

For negation cue detection F1 score: 91.54

For scope resolution F1: 88.4

Rokach et al. 2008 Medical narrative reports 
(custom dataset)

Pattern learning approach Precision 87.8, Recall 80.99, and F1 score 
84.47

Morante & 
Daelemann

2009 Bioscope corpus (Abstracts) Metalearning approach for scope 
detection and memory-based learning 
algorithm (IGTREE) for cue detection

For negation cue detection f1 score: 98.68

For scope resolution F1: 90.67

Morante & 
Daelemann

2009 Bioscope corpus (Full papers) Machine learning classifier for cue 
detection and metalearning for scope 
resolution

F1 score: 97.81 for cue detection

F1 score: 84.71 for scope resolution

Councill et al. 2010 Bioscope corpus (Full papers) CRF for scope resolution F1 score: 75.5

Agarwal & Yu 2010 Biological literature (Biomedical 
corpus) and clinical notes

Conditional Random Fields (CRFs) 
for scope and cue detection

Clinical notes: F1 score: 98% for negation cue 
detection and F1 score: 95% for scope detection 
Biological literature: F1 score: 97% for cue 
detection and 85% for scope resolution

Diaz et al. 2012 BioScope corpus (Clinical text) Machine learning classifiers for 
detecting cue and scope

Best F1 score: 97.3 for cue detection (C4.5)

F1 score: 94.9 for scope detection (SVM RBF)

Mehrabi et al. 2015 Bioscope corpus (Mayo clinical 
dataset and pancreatic cyst 
concepts (IU dataset))

DEEPEN (NegEx with dependency 
parsing)

Mayo dataset F1 score: 80.75

IU dataset F1 score: 96.45

Ou & Patrick 2015 Biomedical corpus Machine learning, lexicon and 
syntax-based approach for negation 
detection

Best F1 score: 82.56 with machine learning 
approach

Attardi et al. 2015 BioScope Corpus (clinical notes Dependency parse tree for Negation 
scope detection and classifiers for 
negation cue detection (linear SVM, 
Tanl NER, and deepNL)

F1 score: 90.73 for cue detection using 
TanlNER and

F1 score: 78.87 for scope detection

Qian et al. 2016 BioScope corpus (Abstracts) Convolution Neural Networks for 
scope resolution

F1 score: 89.91

Qian et al. 2016 BioScope corpus (Full papers) Convolution Neural Networks for 
scope resolution

F1 score: 83.46

Fancellu et al. 2016 Bioscope corpus (Abstracts) BiLSTM for negation scope 
resolution

F1 score: 91.35

Fancellu et al. 2016 Bioscope corpus (Full papers) BiLSTM for negation scope 
resolution

F1 score: 77.85

Peng et al. 2017 Bioscope corpus (Full papers) NegBio (universal dependency 
patterns for negation cue detection)

F1 score: 95.9 for negation cue detection

Taylor & 
Harabagiu

2018 Electroencephalography reports BiLSTM for cue and scope detection F1 score: 88.5 for scope detection

Khandelwal & 
Sawant

2019 Bioscope corpus (abstract and 
full papers), Sherlock dataset, 
and SFU review corpus

BERT (transfer learning model using 
deep learning framework)

Bioscope Abstracts cue detection F1 score: 
95.65 and Full papers cue detection F1 score: 
92.42

Bioscope Abstract scope resolution F1 score: 
95.68 and Full papers F1 score: 91.24

Chen 2019 Clinical notes (Electronic Health 
Record, EHR)

BiLSTM deep learning framework for 
scope detection

-

Bhatia et al. 2019 Proprietary medical condition 
dataset

Dep learning framework (BiLSTM 
encoder and LSTM decoder)

-
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Here, a detailed description of various approaches used for detecting negation scope and for handling 
the impact of negation will be discussed. As well, this section also emphasizes the need for effective 
negation scope resolution in health care. Section 5 then shifts focus to the various challenges faced 
during negation handling in TSA while Section 6 summarizes the key contributions and limitations 
of the present work. Finally, the last section concludes with insights into future research directions.

2. MOTIVATION

In the sentiment analysis field, negation has been well studied (e.g., Gupta & Joshi, 2019; Muhammad 
et al., 2016; Councill et al., 2010; Jia et al., 2009; Wilson et al., 2005). As negation might change 
the text polarity or strength of polarity (Weigand et al., 2010), it is critical in sentiment analysis. The 
automatic process of extracting opinions from the clinical text implies the need for linguistic analysis 
techniques. Also, efforts to extract relevant features for lexicon or ML approach in handling such 
subtle phenomenon as negation should receive careful attention. In other words, negation needs to 
be properly accounted for in TSA.

In TSA, it is necessary to correctly evaluate the semantic orientation of a piece of text, which is 
affected by contextual element negation. Negation impact can be limited to the next word or sequence 
of words after that. For each negation, one must detect the negation word and the scope of negation 
(words affected by negation), for instance, consider a tweet on IPhone 7:

•	 “I like using the new markup features in #ios 10 on my #iphone7.”

This tweet, which is conveyed by an opinionated word “like,” clearly shows the positive opinion 
of a user.

Now, consider another tweet, which is the negation of the previous tweet.

•	 “I don’t [like] using the new markup features in #ios 10 on my #iphone7.”

This tweet clearly expresses a negative opinion due to the presence of negation word (don’t).
Negation cue is bold and scope is placed inside brackets. Even though the word “like” conveys a 

positive opinion, it is affected by the negation “don’t”, which reverses the polarity of “like”. Hence, it 
is crucial to capture the impact of negation in TSA; otherwise, tweets would be misclassified. However, 
negation presence does not necessarily mean negation (Jia et al., 2009). Thus, it is not always easy 
to spot expressed negative and positive opinions in a piece of text, for instance, consider the tweet:

•	 “Isn’t that movie great?”

In this tweet negation cue “isn’t” doesn’t invert the polarity of opinionated word “great”.
Put simply, it is important to spot cases where negation is present but there is no sense of negation. 

Moreover, negation does not always reverse polarity or change the polarity of all opinionated words 
in a text. Thus, it is necessary to correctly determine the scope of negation (which words are affected 
by negation). Also, existing negation research has shown that negation can also be introduced via 
diminishers (e.g. hardly, rarely, etc.), modals (e.g. should), or even connectives (e.g. but), all of which 
can tone down the polarity expressed in the text as shown correspondingly in the three examples below:

•	 “This application hardly lags.”
•	 “This phone should have worked even under water.”
•	 “Fairly good acting but over all a disappointing movie.”
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Such negations can be captured with the help of some linguistic rule-based methods.
However, implicit negations (as shown below) are very hard to identify due to missing explicit 

negation cues.

•	 “I don’t like this movie. Great actor, awful scenario.”

From the aforementioned examples, it is apparent that modelling negation is challenging and 
non-trivial in TSA. While the initial study on negation handling in computational linguistic has 
originated in the medical domain, with technological advances, negation has now been explored in 
multiple other domains, for example, product reviews (Councill et al., 2010), general tweets, and other 
health care-related tweets. Purportedly, Twitter has been seen as an impactful resource for health care 
studies (Burke et al., 2018; Doan et al., 2018; Reece et al., 2017). More recently, Gohil et al. (2018) 
review various tools and methods used in the healthcare domain for the TSA. Before presenting these 
computational methodologies developed to tackle the subtle negation phenomenon, it is important 
first to be familiar with various forms or types of negation.

3. FORMS OF NEGATION

Broadly categorized, three basic forms of negation emerged as depicted in Figure 2.

3.1 Syntactic Negation
Syntactic negation is the most common and well-known form of negation, which is also known as 
functional negation (Choi & Cardie, 2008). Identified by explicit negation cues such as “no, not, 
never, isn’t,” or “shouldn’t,” syntactic negation can affect the polarity of a word or phrases (a series 
or grouping of words).

3.2 Morphological Negation
Morphological negation is associated with one of fifteen (15) negative prefixes (“un-, dis-, ill-, di-, 
mis-, de-, non-, be-, counter-, a-, under-, mal-, pre-, ter-, ex-”) or with the suffix “ –less”, which will 
modify the root word.

Also, with the negative “in-” as a prefix allomorphy, the different forms of assimilation include: 
(a) in- + r = irr-; (b) in- + labial consonant (b, m, p) = im-; and (c) in- + l = ill- (Bauer et al., 2013). 

Figure 2. Different forms of negation
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Hence, negation cue and opinionated word may be combined into a single word such as “dishonest” 
or “impolite”.

One way to handle the morphological negation is to lexicalize all such words, and, then, to obtain 
their polarities directly from such lexicons. With this approach, there is no need of any scope resolution.

3.3 Diminishers
With the ability to tone down the polarity of expressed opinion rather than reversing the polarity 
such as “hardly, barely,” or “rarely,” diminishers are also a form of negation. The words affected by 
the diminishers can be present anywhere in the text, for instance, “This mobile hardly lags”. Here, 
the word “hardly” tone down the polarity of the polar word “lags”.

Apparently, diminishers have a scope associated with their usage, which is either an adjective 
or a verb. Most of the earlier works such as in (Alistair & Diana, 2005) handled the diminishers by 
reducing the polarity of affected word by a certain amount. However, few researchers (e,g, Asghar 
et al., 2017; Taboada et al., 2011) attempt to study the impact of diminishers. Notwithstanding, 
whenever the same diminisher is used, it would be incorrect to infer that the polarity has been tone 
down by the same amount every time.

As the percentage value of diminishers used in existing works varies, it is a challenge for anyone 
when handling diminishers. Still, the percentage system (that is, a certain percentage in which each 
diminisher is associated with) appears to be the best way of qualifying the polarity of the affected 
word. Simply stated, one has to consider to what degree is the polarity of the affected word toned 
down based on the percentage value of that particular diminisher being used.

4. A SURVEY ON MODELLING NEGATION

Today, TAS researchers are often faced with the challenge of tackling the different natural language 
processing (NLP) tasks, for example, sarcasm detection, polarity detection, negation and many more 
(Cambria et al., 2017).

Of these, negation is a prominent aspect of TSA that needs to be modelled properly in order 
to get the correct classification. As elaborated in the following subsections, negation modelling is 
generally done in three phases:

•	 Identification of negation cues
•	 Scope resolution
•	 Handling the negation impact

4.1 Identifying Negation Cues
A preliminary step towards negation modelling is the identification of negation cues (such as “no, not, 
never,” and many more). Negation cues may be identified either by the lexicon approach (Councill 
et al., 2010; Qian et al., 2017), in which a list of cues is created, or by the ML approach such as in 
(Morante & Daelemans, 2009), whereby a classifier is employed to predict the negation cue.

In TAS, implementing a lexicon approach for cue detection is somewhat subtle due to misspelled 
negation cues. Thus, most of the earlier works in Twitter used the clusters created by Owoputi et al. 
(2013), and, then, considered the whole cluster for each matching negation cue in the lexicon list. 
Notwithstanding, Reitan et al. (2015) observe that using the word cluster for negation cue will lead to 
a high recall (less false negatives) with declining precision. Instead, the use of fine-grained clusters 
has been proposed, which may still increase recall without hurting the desired precision.
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4.2 Negation Scope Resolution
Once a negation cue is detected, the next step is to determine which words are affected by the negation. 
As a negation cue may not affect all opinionated words in a text, efforts must be made to determine 
the impact and scope of the targeted negation.

Generally, existing works on negation scope resolution may be grouped as follows: one is 
linguistic rule-based methodology, second is ML, and the third is shallow semantic parsing. Among 
these, the traditional linguistic rule-based method is the most common; here, a varying number and/
or type of words may be considered under the negation scope, for example, it could be (a) the rest of 
the sentence, (b) the first sentiment carrying word after a negation, or (c) a fixed static window of 
words. Such a methodology imitates the grammatical structure of the sentence.

Importantly, most state-of-the-art sentiment analysis systems (e.g., El Alaoui et al., 2018; 
Kolchyna et al., 2015; Kennedy & Inkpen 2005; Polanyi & Zaenen, 2004; Pang et al, 2002) have 
used the simple approach of resolving negation scope. Simply, this amounts to marking all the words 
between the negation cue detected and the first punctuation mark. Researchers in the SemEval 
tasks such as Kiritchenko et al. (2014) and Zhu et al. (2014) have used this naive approach of scope 
resolution, which has a major disadvantage as it leads to the modification of all words under the 
scope irrespective of whether it is polar or not. Moreover, few studies have compared or contrasted 
different linguistic rule-based methods.

Nonetheless, critics such as Farooq et al. (2017) and Gupta & Joshi (2019) have argued that the 
aforementioned methods might work well for simple text, but will fail in the case of compound and 
complex text (having more than one clause or conjunctions), owing to the presence of conjunction 
such as “but,” which may limit the negation scope to only a single clause. As such, the scope of 
negation may possibly end before a static window termination or before the occurrence of the first 
punctuation mark.

Apart from the simple linguistic rule-based approach, there exists few studies on the more complex 
approaches for scope resolution including, for example, shallow semantic parsing, ML classifiers, or 
reinforcement learning. The most prominent work is Jia et al. (2009) in which the concept of static v. 
dynamic delimiters is used together with some heuristic rules for scope resolution. First, the authors 
obtain the candidate scope with the help of parse tree generated by the parser; next, they prune the 
candidate scope via static v. dynamic delimiters; and finally, they apply heuristic rules to elucidate 
the exact scope. The limitation of their approach is that the scope is confined only to that clause in 
which the negation cue occurs. Notwithstanding, the scope may indeed be expanded to other clauses.

Use of the ML classifier, specifically, Conditional Random Field (CRF) classifier for negation 
scope resolution has been performed, but most of the TSA works in this line of research focus on 
either product reviews or biomedical corpus. For instance, Vincze et al. (2008) develop the biomedical 
corpora annotated with cues and scopes. In this BioScope corpora, the negation cues are always 
explicit and the scope is maximal. It is the first freely available negation annotated corpus that allows 
researchers to use the supervised classifiers for negation scope resolution. In Morante & Daelemans 
(2009), for example, the CRF meta-learning approach, combining the input from K-Nearest Neighbours 
(KNN), Support Vector Machine (SVM), and another CRF, is used for scope prediction. Here, the 
BioScope medical corpus is used to resolve the negation scope by participating in the CoNLL’10 
task so as to achieve the best F1 score among all participants. Similarly, the work of Zhu et al. (2010) 
on the BioScope corpus uses a shallow semantic parsing approach for negation scope resolution.

On sentiment analysis to resolve negation scope, Moilanen & Pulman (2007) are among the firsts 
to develop a sentiment analysis system with a sophisticated negation scope detection approach based 
on the linguistic syntactic composition. More recently, Councill et al. (2010), advocate the corpora for 
English product reviews from Goggle products and use a single CRF classifier for scope resolution. 
They firstly generated a parse tree via MaltParser, and, then, train the CRF on the features extracted 
from the parse tree. Unlike Morante & Daelemans (2009), these authors use a simple lexicon list for 
negation cue identification via a ML approach.
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Konstantinova et al. (2012) discuss the development of the Simon Fraser University (SFU) Review 
corpus; unlike Councill et al. (2010), which only contains 2111 sentences, the SFU corpus contains 
17000 annotated sentences. Given that these earlier approaches for scope resolution consider texts as 
a sequence of events (i.e., a word depends on the sequence of previously occurred words), it follows 
that the characterization of a negation scope may be inferred as a sequence-labelling task in which 
words may be labelled as (or not as) part of the negation scope (Councill et al., 2010).

In contrast to the generative probabilistic models such as CRF, Pröllochs et al. (2016) propose 
the use of a reinforcement learning approach for resolving the negation scope. They prove the 
effectiveness of their approach by comparing the rule-based methods versus the generative probabilistic 
models (CRF), and, then, obtain a balanced accuracy of up to 70.17%. Their results also achieve an 
improvement of 10.63% in sentiment analysis of financial news due to negation modelling.

Initially, when annotated corpora were unavailable in the Twitter domain, most of the TSA 
studies used the linguistic rule-based methods for scope resolution due to the absence of annotated 
corpora. Even so, annotated corpora were unavailable in the Twitter domain until 2014. Thus, teams 
of researchers such as NRC-Canada (Mohammad et al., 2013) use the state-of-the-art linguistic rule-
based approach of scope resolution for TSA by marking all words between the negation cues up till 
the first punctuation mark to be under the scope.

More recently, Reitan et al. (2015) argue for the need of a Twitter corpus (annotated with cues 
and scopes) to train supervised learning classifiers on the negation annotated Twitter corpora. These 
researchers download 4000 tweets via Twitter search API, develop a web application for annotation 
purposes, and then, annotate the Twitter corpus with cues and scopes. Their analysis has found 539 
tweets out of 4,000 containing negation (i.e. 13.5% tweets are negation tweets). With the annotated 
Twitter corpus, the authors could train the dependency-based binary CRF classifier to resolve the 
negation scope. Binary CRF classifier can predict if a token is in an affirmative or a negated context. 
Their CRF classifier entails a Twitter tailored version of CRF used by Councill et al. (2010), having 
the same feature set with an added feature (i.e., dependency distance of each token to the closest 
negation cue). As well, they adopt the lexicon list of explicit negation cues from Councill et al. 
(2010) and evaluate their Twitter trained binary CRF classifier on the SFU product review corpora 
(Konstantinova et al., 2012) and the BioScope corpora. Results have shown that the CRF perform 
reasonably well on the SFU corpora (i.e., negation annotated corpora for review domain), but not 
with the structured BioScope corpus.

Notwithstanding, by sharing the negation annotated Twitter corpora with the broader research 
community, the researchers are able to show their results to be superior to those of Councill et 
al. (2010), and of Morante & Daelemans (2009) on the BioScope in terms of its F1 score. Today, 
researchers have used deep learning approaches (i.e., recurrent neural network or NN) to resolve 
the negation scope with the ability of such methods to handle sequential data, for instance, the NN 
performance has been found to be equal, if not better than CRF, Hidden Markov Model (HMM), or 
any other sequence labelling models.

Finally, Gautam et al. (2018) explore various Long Short-Term Memory (LSTM) models for 
negation handling in tutorial dialogues. They use the LSTM for both, negation cue identification and 
scope resolution. They validate their models via real dialogues and their result has shown that the 
sequence-to-sequence tagger can handle the negation scope, cue, while staying focus. Indeed, the 
LSTM model has outperformed the CRF model (which needs manually crafted features). In a different 
work, Fancellu et al. (2016) use a NN model for negation handling and their result on *SEM2012 
shared task data has shown that a simple NN model outperforms the classifier such as CRF. Most 
recently, Chen (2019) proposes the use of Bi-LSTM deep learning model with word embedded to 
detect assertion and negation in clinical notes (EHR).

Altogether, it is argued that the challenging task of negation scope resolution is rooted in the 
biomedical domain. Most of the state-of-the-art TSA works adopts the simple linguistic ruled-based 
methods for scope resolution. More generally, ML classifiers will perform better than rule-based 
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systems for scope resolution, although it requires a large number of handcrafted features. Moreover, 
training of ML models such as CRF is computationally extensive and requires large Twitter corpora 
annotated with cues and scopes.

4.3 Negation Handling
The final phase of negation modelling has to do with handling the relevant words marked under the 
negation scope in earlier phases. Prior work done for negation handling (as shown in Table 2) include: 
(a) reverse polarity, (b) shift polarity, or (c) modelling the word in a negated context as a feature 
for ML classification. Notably, both the reverse polarity and the shift polarity approaches cannot be 
modelled explicitly into the ML method of sentiment analysis.

Past studies in sentiment classification have employed supervised ML classifiers such as SVM. 
These algorithms use the bag-of-words model with various features such as n-grams, part of speech 
(POS), and similar others along with domain-specific features, and, then, the classifier has to identify 
itself, which word is opinionated and which is not. Thus, there is no explicit knowledge of the polar 
expression in the standard bag-of-words representation of text. Notwithstanding, in supervised ML 
tasks, negated words are modelled in the form of features in the feature vector. For instance, various 
researchers (e.g., Gupta & Joshi, 2019; Kiritchenko et al., 2014; Kolchyna et al., 2015; Pak & Paroubek, 
2010) model the negation in their supervised classification approach with the help of negation feature 
(i.e., if a word “w” is under a negated context; then, token “NEG” is appended so that “w_NEG” is 
considered a feature by classifier rather than “w”). In this way, the classifier is aided to identify the 
word “w” as under the negation scope; thus, separate features reflect words under affirmative and 
negated contexts.

Table 2. Classification of negation handling approaches in sentiment analysis, specifically twitter sentiment analysis

Approaches Characteristics References

Negation as features Negated words are modelled in the form 
of features in feature vector such as 
negation features, shifters features, and 
polarity modification features

(Alistair & Diana, 2005 ; Carrillo-de-Albornoz 
et al., 2018 ; Pang et al., 2002 ; Wilson et al., 
2005, 2009) in sentiment analysis. 
(Balika & Amini, 2016 ; Gupta & Joshi, 2019; 
Kolchyna et al., 2015 ; Kouloumpis et al., 2011 
; Mohammad et al., 2013; Pak and Paroubek 
2010; Reitan et al., 2015 ; Zhu et al., 2014) in 
twitter sentiment analysis.

Reverse Polarity Word under negated context is switched 
to opposite polarity

(Appel et al., 2016 ; Asghar et al., 2017 ; 
El Alaoui et al., 2018 ; Farooq et al., 2017 ; 
Kennedy & Inkpen, 2006 ; Polanyi & Zaenen, 
2004) in sentiment analysis. 
(Kolchyna et al., 2015 ; Plotnikova et al., 2015 
; Ray & Chakrabarti, 2019 ; Saif et al., 2014 
; Thelwall et al., 2012) in Twitter sentiment 
analysis.

Shift Polarity Polarity of word under negated context 
is shifted rather than complete inversal.

Tabaoda et al. (2011) in sentiment analysis. 
(Gupta & Joshi, 2019; Jurek et al., 2015; 
Muhammad et al., 2016) in Twitter sentiment 
analysis.

Corpus-based statistical 
approach

Negated word polarity is obtained from 
negated context lexicon. Thus each 
word is having two scores, one from 
affirmative context lexicon and other 
from negated context lexicon.

(Balikas & Amini, 2016; Kiritchenko et al., 
2014; Reitan et al. 2015; Zhu et al. 2014) in 
Twitter sentiment analysis.
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Generally, research has shown that the classification performance improvement is due largely to 
handling negation by adding the artificial feature into bag-of-words representation (e.g., Kiritchenko 
et al., 2014; Kouloumpis et al., 2011; Pak & Paroubek, 2010). Furthermore, few researchers (e.g., 
Carrillo-de-Albornoz et al., 2018; Kiritchenko et al., 2014) have handled the negation by generating 
negation features in addition to adding negated words (artificial word) in bag-of-words representation. 
Negation features can be the presence or absence of a negation, independent of the number of negated 
context(s), and many more. Wilson et al. (2005) are the first to model negation in the form of three 
feature groups including negation, shifter, and polarity modification features on phrase-level sentiment 
analysis. They add those features into bag-of-words features and observe significant improvement in 
the performance of supervised learning classifiers. Wilson et al. (2009) then extend their previous 
work (Wilson et al., 2005) to determine the effectiveness of each feature group separately, and, then, 
observe the negation feature group to be more effective than shifter feature group. Their conclusion is 
consistent with Alistair & Diana (2005). Even so, the improvement achieved by Wilson et al. (2005) 
is more than that of Alistair & Diana (2005) as the former work is dedicated to the finer level of 
sentiment analysis, while the latter work is focused on a document-level.

Put together, the work of Alistair & Diana (2005), Wilson et al. (2005), and Wilson et al. (2009) 
are considered pioneers in the negation modelling in feature form in the field of sentiment analysis. 
However, in TSA, many recent studies (e.g., Balikas & Amini, 2016; Kolchyna et al., 2015; Reitan et 
al., 2015; Mohammad et al., 2013) too modelled negation in feature form in their supervised learning 
approach. Reitan et al. (2015) and Kiritchenko et al. (2014), for instance, modelled negation in the 
form of various features such as binary negation (presence or absence of negation), or the count of 
negated context features. To evaluate the effectiveness of these negation features, experiments have 
been conducted by the removal of the negation feature group so as to observe performance degradation 
due to the removal of negation features.

More recently, Carillo-De-Albornoz et al. (2018) perform an extensive analysis of the different 
types of features such as syntactic, network-based, semantic, and many more for sentiment analysis of 
patient-authored texts in e-health forums. They modelled the negation in the form of binary features 
only (that is presence or absence of negation). However, no contribution of binary negation features 
into performance improvement has been observed. The authors suggest the use of a more sophisticated 
mechanism for negation modelling rather than just using binary features for negation. Thus, it may 
be concluded that early works in TSA used the different negation features for negation modelling, 
resulting mostly in significant performance improvement.

The above discussion suggests that negation handling requires the knowledge of polar expression. 
Various lexicons, which contain the prior polarities of polar expressions or polar words, are available 
for this purpose. Polanyi & Zaenen (2004) are among the firsts to present a computational model 
that handles negation via the knowledge of polar expression. They model different forms of negation 
through contextual valence shifting and simply reverse the polarity of the opinionated word under 
the negated context. Also, they handle the diminishers (a form of negation) by shifting the polarity 
to a certain amount. In reality, however, their model has not been implemented; thus, their model 
effectiveness can only be speculated.

Alistair & Diana (2005) also present the same reverse polarity model for handling the negation. 
However, they differ with (Polanyi & Zaenen, 2004) in their scope detection method (negate only 
those words which are immediately preceded by negation cue). In light of this, the polarity reversal 
becomes the most common and traditional approach that has been used by most researchers (e.g., 
El Alaoui et al., 2018; Han et al., 2018). The polarity reversal has even been used in the most recent 
works in TSA (e.g., Ray and Chakrabarti, 2019; El Alaoui et al., 2018). Nonetheless, few studies (e.g., 
Gupta & Joshi, 2019; Muhammad et al., 2016; Kiritchenko et al., 2014) point out the inefficiency of 
this polarity reversal approach because sometimes intensity of polarity only changes, for instance, 
“not excellent” is still more positive than the phrase “not good”.
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Tabaoda et al. (2011) present a lexicon-based system called SO-CAL for sentiment analysis 
with the incorporation of negation and intensification. They propose a shift approach for negation 
handling, in which polarity of a negated term is shifted to a certain amount (4) because polarity does 
not always translate to its opposite. However, in many cases, their shift approach disagrees with the 
human judgement. Kiritchenko et al. (2014) observe that most of the positive terms when negated 
become negative while many of the negated terms (terrible) remained negated (not terrible). Hence, 
two Twitter-specific automatic lexicons (NRC Hashtag and S140 lexicon) are created from the 
hashtag and emoticon Twitter corpus respectively for the negation handling. These authors propose 
a corpus-based statistical approach in which each word is having two scores: one from affirmative 
context lexicon and other is from negated context lexicon. Their system is among those that are top-
performing (69.02% macro-averaged F score in message level subtask) vis-à-vis other participants 
of SemEval-2013 Task 2: sentiment analysis in Twitter. They also observe a gain of more than 8.5 
percentage points in F score due to their Twitter-specific automatic lexicons developed specifically 
for negation handling.

Zhu et al. (2014) present an improvement over their previous system (Kiritchenko et al., 2014) 
in the way of handling negation. They state that each negation word can have a different impact on 
sentiment analysis. Thus, they discriminated against each negation word in their system presented in 
SemEval-2014. For instance, the word “acceptable” in a tweet: “This is never acceptable” would be 
marked as “acceptable_NEVER” rather than “acceptable_NOT”. They observe an improvement in 
F1 score due to discriminating against negation words.

According to Balikas & Amini (2016), in subsequent years of the SemEval competition tasks 
for handling negation, many participants have used Twitter-specific automatic lexicons that had been 
developed by the Kiritchenko et al. (2014). In fact, the Kiritchenko et al. (2014) automated lexicons 
for corpus-based statistical negation handling should be updated as the vocabulary of Twitter changes 
with time. In their negation modelling by shifting approach, Muhammad et al. (2016) propose a 
SMARTSA lexicon-based sentiment analysis system that handles both local and global context of a 
term (by hybridizing SWN).

Unlike the Tabaoda et al. (2011) approach, Muhammad et al. (2016) consider negation cue as 
both sentiment bearing and a word modifier. Thus, the score of the word under a negated context 
is shifted according to the score of negation cue from SWN and not a fixed shifting. The authors 
integrated the SWN-derived negation cue score into the sentiment aggregation process of negated 
words. Further, they deploy a percentage scheme for handling diminishers; this time, however, 
the score of diminishers is not factored into the score aggregation process. As a result, significant 
performance improvement has been achieved over the Thelwall et al. (2012) state-of-the-art system 
(SENTISTRENGTH) within the contextual sentiment analysis.

In the area of negation modelling, Xia et al. (2016) propose the use of a shift elimination method. 
Here, the authors first create a dictionary of antonyms of opinionated words via a corpus-based 
approach. Then, negation cues are identified and eliminated with the word under a negated context 
replaced by its antonym. Notably, to some extent, this shift elimination method parallels that of the 
polarity reversal approach. More recently, Gupta & Joshi (2019) address the negation in their hybrid 
approach of TSA via the shift method. Somewhat dissimilar to Muhammad et al. (2016), their shifting 
idea incorporated a few rules for handling tweets in which the negation cue does not necessarily 
mean negation. Using this modified shift approach incorporated with negation exception rules, the 
approach taken by these researchers outperforms that of Sumanth-Inkpen (2015) approach deployed 
on the SemEval-2013 Twitter dataset.

Today, deep learning models have become popular with recent works showing significant 
performance improvement in sentiment analysis by the use of the deep learning framework. Deep 
learning models have been applied for the various tasks such as sarcasm detection for healthcare 
assisted system (Chen, 2019; Mahata et al., 2018; Yadav et al., 2018), and others (e.g., Teng et al. 
2016). Among other more recent works using the deep learning framework to address negation 
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modelling is that of Teng et al. (2016), which advocate the use of the bi-directional LSTM model. 
These researchers apply context-sensitive lexicon-based methods, which are based on the simple idea 
of the weighted sum model (i.e., the sum of prior scores of opinionated words). Here, the NN model 
assigns weights with evaluation conducted on different domains, including the SemEval-2013 tweet 
dataset, movie review dataset, and mixed domains. Significant performance improvement on the 
benchmark Twitter dataset over state-of-the-art recurrent neural network baselines has been observed. 
Moreover, the negation handling approach via deep learning model observed here appears to be much 
easier to implement than the proposed rules by Taboada et al. (2011).

Qian et al. (2017) perform sentence-level sentiment analysis. Using intensification and negation 
LSTM regularizer respectively, these authors model intensification and negation; more simply, 
the shifting impact of negation-intensification is being addressed via the regularized LSTMs. As 
negation does not always translate conversely, these authors propose a transformation matrix for 
each negation word with its associated matrix to be learned by a deep-learning model. Thus, for ‘m’ 
number of negation words, a total ‘m’ transformation matrix would be trained. This approach has 
been evaluated on movie review dataset (MR) and Stanford Sentiment Treebank (SST) with results 
outperforming the Teng et al. (2016) approach on the SST dataset. Qian et al. (2017) also conduct 
ablation experiments in order to evaluate the contribution of negation regularizer by its removal from 
the model. They observe significant performance drop on both datasets (MR and SST) due to the 
removal of negation regularizer.

More recently, Wang et al. (2018) propose the use of the RNN-capsule model for sentiment 
analysis, that is, building one capsule for each class without needing linguistic knowledge. The Wang 
et al. model outperforms both the Teng et al. (2016) and Qian et al. (2017) methods on MR and 
SST datasets. Indeed, if the model for TSA includes prior polarity lexicon, then negation modelling 
would be more complex as prior polarity lexicons are context-independent and knowledge of polar 
expression also requires domain knowledge for which the polar term appears.

5. NEGATION MODELLING LIMITATIONS

Here, we discuss some of the limitations of accounting negation in TSA. A major limitation is the 
handling of negation exception scenarios known as false negation cues. In this case, while the negation 
cues are present in text, there is no sense of negation, which may lead to a misclassification, that is, 
the negation presence does not necessarily mean a true negation.

Consider a tweet:

•	 “I’m in Petrolia. The sun’s out, isn’t that good enough for you?”

In this tweet, the negation cue “isn’t” act as a non-cue because there is no sense of negation in 
this tweet, and, thus, the polarity of the word “good” wouldn’t be affected by “isn’t”. Reitan et al. 
(2015) observe that their negation cue detector struggled in separating words used as both negation and 
exclamation. Often, non-cue occurs as a determiner (part of speech (POS) tag is “D”) or exclamation 
(“No! I am not ready”).

Basically, there are two cases where negation cue acts as non-cue:

Exception case 1: When the negation is a part of the phrase that does not have a sense of negation 
such as “not only”, “no wonder”, “no one”, or “by no means”, for instance, “There is no one as 
good as him.”

Exception case 2: When the negation occurs in a negative rhetorical question (“isn’t that movie 
great?”). Negative rhetoric question is identified with two heuristics: it has a question and it has 
negation cue in the first three words of the question.
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The authors have tested the hypothesis that accounting for negation exception cases while 
modelling negation can lead to the performance improvement. Many researchers ignore such cases 
with few exceptions (e.g., Gupta & Joshi 2019; Farooq et al., 2017; Kolchyna et al., 2015; Jia et 
al., 2009) where such cases are described although the implementation part has not been discussed 
clearly. Moreover, owing to its highly unstructured nature, heuristics presented by Farooq et al. 
(2017) and Jia et al. (2009) for negation exception cases would not work for Twitter. In the case of the 
biomedical domain, few studies (e.g., De-Albornoz et al., 2012; Chapman et al., 2001) also discuss 
on false negation cues and negative questions to show performance improvement. The review of 
extant literature has proven that implementing negation exception cases properly in the Twitter and 
medical domain might lead to performance improvement.

Another, somewhat ironic, limitation is when there is a sense of negation implicitly with no 
explicit negation cue being present. For example, a piece of text may be negated implicitly such 
as prevent, avoid, prohibit, and so on with such an implicit negation introduced via words such as 
“should”, “might”, and so on (“This phone should have worked even under water”). Existing studies 
for negation modelling in TSA focus largely on the syntactic negation, ignoring the impact of such 
implicit negation. Hence, it is difficult, if at all, to detect such implicit negation via simple linguistic 
rule-based methods. Xia et al. (2016) call such implicit negations as “sentiment inconsistencies” 
and present a statistical approach for the detection of sentiment inconsistencies in document-level 
sentiment analysis.

6. CONCLUSION

In retrospect, while the main application area of negation scope resolution has been on original 
biomedical text such as clinical text and discharge summaries, with advances in technology, attention 
has shifted towards sentiment analysis, specifically. Twitter. Specifically, this work has contributed 
to extend the conceptualization of negation with respect to the negation role in sentiment analysis, 
more specifically, TSA. Additionally, it summarizes the various approaches for negation scope 
detection and negation handling. The survey presented on the topic proves the relevance of negation 
modelling in TSA.

Notwithstanding, when it comes to the medical domain, much research focuses on negation scope 
resolution and negation cue identification. Yet, negation is much more than just scope resolution. 
One needs to handle the words, which come under the negation scope. Today, people have started 
using twitter for expressing their opinions regarding many topics and events. Indeed, twitter is also 
being used to express sentiments regarding current viruses, health diseases, and many more related 
healthcare issues. It is therefore critical to handle negation carefully in such tweets; otherwise, it 
might lead to the false predictions of diseases.

In this work, the authors have presented a survey on the negation modelling role in TSA and 
suggest that tweets on healthcare have become another significant application area of negation 
modeling, thereby not only contributing to explore the negation role in TSA, but also realizing the 
root of negation handling, which came from the biomedical domain. Importantly, our work suggests 
that negation is not a trivial task but entails many challenges in mixing the healthcare and twitter 

Figure 3. False negation cues (or phrases)
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domains such as implicit negations and negation exception cases. Encountering these challenges 
would help to further research in the biomedical and twitter domains.

Overall, exploring the negation effect in the biomedical domain has aided researchers to extend its 
conceptualization and applications to other domains. Moreover, novel statistical approaches (machine 
learning and deep learning) have benefited research in negation detection; for example, while syntactic 
and semantic knowledge may be required for an efficient negation model, the negation model also 
requires handling the negation exception cases, where negation cue act as non-cue. In the future, we 
anticipate extending this work to explore other forms of negation such as implicit and morphological 
negation as negation is not only characterized by the common negation cues. Hence, the potential of 
deep learning framework in negation detection task is an area waiting to be explored in the near future.

Finally, the more immediate task is to inspect the impact of false negation cues (negation 
exception cases) on the negation model in biomedical and healthcare related tweets. In this sense, it 
can be argued that negation modelling is related to polar expression knowledge; thus, recognising the 
genuine polar expression according to the context in which it is used is still brittle and is as important 
as modelling negation.
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