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ABSTRACT

Considering the limited sample size of rare and endangered plant leaves and the issue that leaf 
identification is mainly conducted using mobile smart devices and other technology with low 
computing power, this paper proposes a rare and endangered plant leaf identification method based 
on transfer learning and knowledge distillation. Following the expansion of data sets containing rare 
and endangered plant leaves, the last fully connected layer was replaced with trained Alexnet, VGG16, 
GoogLeNet, and ResNet models to conduct transfer learning, and realize a relatively high success rate 
in identifying images of these species. Then, knowledge distillation was utilized to transfer Alexnet, 
VGG16, GoogLeNet, and ResNet models into a lightweight model. The experiment results indicate 
that, compared with other methods, the lightweight rare and endangered plant identification model 
trained with the methods described in this paper was not only more accurate but also less complex 
than its alternatives.
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INTRODUCTION

Plants are an important part of ecological systems and biodiversity. Protecting plant diversity can 
benefit the sustainable development of human society (Narzullaev, 2021). Due to the immoderate 
utilization of wild plant resources, many wild plants are being deracinated rapidly, which severely 
hurts the balance of the ecological environment on Earth (Fan et al., 2018; Xu et al., 2017). In 
the meantime, damage to the ecological system is also reducing living space for animals, further 
accelerating species extinction (Roberts, Hassan, Elamer, & Nandy, 2021). The extinction of each 
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plant species would cause the deracination of 10–30 neighboring species, resulting in a serious impact 
on the ecological system (Ceballos, Ehrlich, & Raven, 2020). As the number of endangered plants 
is declining for different reasons, any species extinction could cause damage to the entire ecological 
system, and the lives and development of humans are threatened. It is necessary to take protective 
actions as soon as possible to avoid the risk of these extinctions (Li et al., 2018).

Effective protection for rare and endangered plants includes in situ conservation, namely, to build 
nature reserves in the primitive environment and reduce artificial interference and damage to realize 
the goal of protecting these species (Mounce, Smith, & Brockington, 2017). Due to the wide required 
scope of knowledge, relevant personnel are facing difficulties in identifying endangered plants. This 
escalates the degree of difficulty of endangered plant protection. Significant efforts and follow-up 
are urgently needed (Liu, 2021). It has become important to mitigate germplasm resource loss caused 
by difficulties for personnel in endangered plant identification by adopting automatic identification 
based on computer, artificial intelligence, and other similar technologies.

Blooms, leaves, and fruit could all be used as evidence for endangered plant identification. 
Among these parts, leaves have become the major method for plant identification, as they are stable 
in structure, easy to be collected, and have long life cycles. However, artificial identification of 
leaves requires a lot of work and is inefficient. It is a subjective method and requires a wider scope 
of knowledge than other identification practices. So far, there has already been some research on 
automatic leaf identification methods. These methods mainly identify leaves by their superficial 
characteristics, such as color, shape, and texture (Saleem, Akhtar, Ahmed, & Qureshi, 2019; Singh, 
Nagahma, Yadav, & Yadav, 2018; Yang, 2021). Most plant leaves are green, which means there is no 
obvious difference between plants. In contrast, shapes do have obvious differences, even on the same 
plant. Textures are too difficult to describe and to use to yield conclusions. Therefore, these adopted 
superficial characteristics lack universality. Models calculated based on such characteristics are also 
incapable of being used for generalization. It has become common for recent research to automatically 
extract deep features of leaves through deep learning (Lee, Chan, Mayo, & Remagnino, 2017; Lin, 
Ding, Tu, Huang, & Liu, 2019). Due to the small sample size of plants, especially endangered plants, 
in real applications, the direct adoption of the deep learning model may lead to overfitting. Transfer 
learning is thus used in the plant leaf identification model (Gogul & Kumar, 2017; Kaya et al., 2019). 
However, the large number of parameters created for these models after transfer learning requires 
more computing resources. In outdoor environments and other scenes without network and server 
support, it would be difficult to apply them to smart mobile terminals and other technologies with 
low computing power. Moreover, no research specially focuses on rare and endangered plant leaf 
identification.

In response to these issues, this paper proposes an endangered plant leaf identification method 
based on transfer learning and knowledge distillation, which guarantees high accuracy and requires 
fewer convolutional neural network (CNN) parameters. The lightweight endangered plant leaf 
identification model is proposed for application to more settings. The major contributions of this 
paper are as follows:

1. 	 This paper trained a CNN with an endangered plant leaf identification data set to enable the 
learning of deep features of leaf images. This solved the issues of the low accuracy of artificial 
leaf identification using superficial characteristics and the absence of having a specialized 
endangered plant leaf identification model.

2. 	 Transfer learning is used as a solution for overfitting in CNNs caused by the limited sample size 
of endangered plant leaves. In the meantime, the transfer model enables the generalization of 
deep features, which is more accurate than using the directly trained CNN.

3. 	 The lightweight endangered plant leaf identification model after knowledge distillation performs 
similarly to the complex transfer learning network identification model, yet its parameters are 
only 5.64%–19.00% of the complex object detection network. It promotes the performance of 
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the network model and extends the application scenarios of endangered plant leaf identification 
models.

The rest of the paper is arranged as follows. Section 2 includes the literature review. Sections 3 
and 4 describe the methodology and experiments. Section 5 serves as the conclusion.

LITERATURE REVIEW

Plant leaf identification methods mainly include methods based on feature engineering and leaf 
identification network models based on deep learning. Regarding the former, (Zhang, Zeng, & Zhang, 
2019) extracted shape and color features of plant leaves and applied classification methods, including 
random forest, LDA, logistic regression, and sparse representation algorithms. Their results proved 
that the random forest algorithm is the most accurate. (Islama, Yousuf, & Billah, 2019) proposed a 
kind of leaf identification method that uses a histogram of oriented gradients (HOG) and local binary 
patterns (LBP) to extract the feature named Flavia Leaf Data Set to train the support vector machine 
(SVM) model, which exhibited good performance. Other work (Chaki, Dey, Moraru, & Shi, 2019; 
Yang, 2021) also used shape, color, and texture to extract leaf features for classification.

(Ibrahim, Sabri, & Abu Mangshor, 2018) built a data set with about ten kinds of herbaceous 
plant. Three texture features—LBP, SURF, and HOG—were extracted and entered the SVM for leaf 
identification. LBP and HOG were the most accurate. (Saleem et al., 2019) also evaluated visual 
features of different leaves and the performance of different classification methods. The results 
indicated that the k-nearest neighbor had the best performance. Leaf recognition methods based on 
feature engineering are also based on solidity, circularity, convexity and eccentricity, etc.(Kadir, 
2014; Kadir, Nugroho, Susanto, & Santosa, 2011, 2013; Mata-Montero & Carranza-Rojas, 2015).
The identification performance of leaf identification methods based on feature engineering relies to a 
great extent on the reasonableness of artificially selected features, which hides blindness. Therefore, 
leaf identification network models based on deep learning have become popular in research. But a 
new feature set for shape-only leaf recognition was proposed. Many publicly available leaf data sets 
were evaluated, and classification accuracy of more than 90% was achieved on most data sets (Hewitt 
& Mahmoud, 2018).

(Pawara, Okafor, Surinta, Schomaker, & Wiering, 2017) used a CNN-based method to classify a 
plant image data set. They found that CNN performed better than artificial extraction methods. Due to 
the difficulty in collecting more plant leaf samples in real applications, other scholars (Beikmohammadi 
& Faez, 2018; Kaya et al., 2019) proposed using a transfer learning method that learns small-sample 
plant leaf data sets with pre-trained models. This method could realize good performance in plant 
leaf identification. Some work (Parvatikar & Parasar, 2021) used a CNN model to extract leaf vein 
features of plant leaves and proved that increasing CNN depth could effectively promote the accuracy 
of plant leaf classification. Though the leaf identification network model based on deep learning 
enables automatic leaf feature extraction and produces results that are generalizable, this model has 
many parameters, which creates serious demands on computing resources.

METHODOLOGY

We utilize a rare and endangered plant leaf data set X x y x y x y
n n

= { }( , ),( , ), ( , )
1 1 2 2

�� , where n  
represents the size of the data set, x X

i
∈  represents the images of the plant leaves, and y X

i
∈  is 

a tag of x
i
, namely, the species of x

i
. Identification model M  has to satisfy the following:
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Namely, the identification model M could precisely identify the tag to which x
i
 corresponds.

In this paper, we propose three kinds of CNN-based rare and endangered plant leaf identification 
models, M , as shown in Figure 1. Figures 1a–1d display the pre-trained models that use Alexnet 
(Krizhevsky, Sutskever, & Hinton, 2017), VGG16 (Qassim, Verma, & Feinzimer, 2018), ResNet (He, 
Zhang, Ren, & Sun, 2016), and GoogLeNet (Szegedy, Vanhoucke, Ioffe, Shlens, & Wojna, 2016), 
respectively, for transfer learning. Figure 1(e) is the lightweight endangered plant leaf identification 
model after knowledge distillation. We used the pre-trained models in Figures 1a–1d to finish 
knowledge transfer training from abundant images to endangered plant leaves. Then, we used the 
model in Figure 1(e) to conduct knowledge distillation on the models in Figures 1a–1d, and to produce 
output using the Alexnet, VGG16, GoogLeNet, and ResNet knowledge distillation models. Next, we 
discuss two aspects of the CNN identification model based on transfer learning and the lightweight 
identification model based on knowledge distillation.

Rare and Endangered Plant Leaf Identification Model Based on Transfer Learning
Alexnet and VGG16 are classic deep CNN structures that achieve high accuracy in identifying large-
scale image data sets. Both models are constituted by several convolutional layers (Conv 2d), pooling 
layers (Max Pool 2d), fully connected layers (Dense), flatten layers (Flatten), and Softmax. As shown 
in Figures 1(a) and 1(b), the number of plant leaf images is represented as n, with a resolution of 
150 150× , and there are three channels. After the normalization process, the data were entered into 
the convolutional layer, represented as:

h x b W hm l m l mn l

n

n l( ) ( ) ( ) ( )( ) *= +








∑ −ReLU 1 	 (2)

where, h  refers to the fitting function output of the convolutional layer; x  refers to the image 
of the plant leaf; b  is the regularizer; W  is the parameters of the network model; m n,  refers to the 
serial number of the fitting function for different layers; l  refers to the number of layers of the neural 
network; and * is the convolutional sign. Through the convolutional layer, local and global features 
of plant leaf image x  can be automatically extracted by sliding the window. ReLU is the activation 
function, and its function is to make some neuron reach zero to spare the network, reduce 
interdependence connection between parameters, and thus mitigate overfitting.

The output of the convolutional layer is entered into the pooling layer, represented as:

h h
i j
m l

p q U p q
m l

i j
( , )
( )

( , ) ( , )
( )max

,

= { }
∀ ∈

	 (3)

where U
i j,

 refers to the regions indexed as i, j and p q,  is the actual index. The max pooling 
method was adopted to reduce the dimensions of deep features of plant leaf image x extracted from 
the convolutional layer, thus accelerating the convergence rate of the model.

After several convolutional layers and pooling layers, the response value matrix for plant image 
x  was entered into the fully connected layer (Dense) and the flatten layer (Flatten). The fully connected 
layer conducted dimension reduction on the deep feature vector, and mapped the distributed 
characteristic learned by the models into the label space of the plant leaf image data set. The Flatten 
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layer was used to transfer multi-dimensional deep features into one dimension so that the Softmax 
function could be used to anticipate the multi-classifications.

To improve accuracy in rare and endangered plant leaf identification and achieve a faster 
convergence rate, we needed to use transfer learning to finish knowledge transfer training from 
abundant images to rare and endangered plant leaves. Therefore, trained Alexnet and VGG16 models 
were used to learn specific features of endangered plant leaves with extracted generalized visual 
features. The process is shown in Figures 1a–1d, where the output layer is the fully connected layer. 
The parameters of all the convolutional layers (Conv 2d) and pooling layers (Max Pool 2d) before 
the output layer were frozen, as the image classification identified by the last layer of the output layer 
was inconsistent with the data set of the rare and endangered plant leaves. The last layer of the output 
layer was thus replaced and configured as the same classification as the rare and endangered plant leaf; 
only the fully connected layer (Dense), the flatten layer (Flatten), and the Softmax layer were trained.

Rare and endangered plant leaf identification is a multi-classification task, so network model 
loss was defined as:

Figure 1a. Structures of the five rare and endangered plant leaf identification models
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= − ( )log 	 (4)

where y
i
 is the real classification tag of x

i
, and h

i
 is the output of the last layer of the output 

layer of the network model.

Lightweight Rare and Endangered Plant Leaf Identification 
Model Based on Knowledge Distillation
Knowledge distillation refers to trainings that use high-accuracy complex teacher network models 
to train lightweight student network models. It allows student models to maintain a relatively high 
identification success rate with a small number of parameters. The lightweight student network model 
could be deployed to mobile smart terminals and embedded devices, which is convenient for plant leaf 
identification in the wild. As shown in Figure 2, the first step was to use wild rare and endangered 
plant leaf images and corresponding tags to train the teacher network through transfer learning, as 

Figure 1b. Structures of the five rare and endangered plant leaf identification models
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discussed above. Then, the teacher network was used to train the student network model. The critical 
part was introducing the soft label as part of the loss function (Hinton, Vinyals, & Dean, 2015), 
which could better train the student model. To introduce the soft label, a temperature variable T was 
introduced for softening. The soft label was adopted as the input for the Softmax layer, as follows:

q
h T

h T
i

i

j
j

=
( )

∑ ( )
exp /

exp /
	 (5)

where q
i
 indicates the soft-label output of a type i rare and endangered plant after the Softmax 

layer.
During the process of student network model training, soft-label and real plant leaf tags trained 

the student network at the same time. Knowledge of the teacher network model had already been 
transferred to the student network model. Therefore, the loss function for the process of student 
network model training is:

Figure 1c. Structures of the five rare and endangered plant leaf identification models
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where χ
1
 and χ

2
 are hyper parameters; L

soft
 is the multi-classification cross-entropy loss 

function for student network model training by the soft label; and L
hard

 is the cross-entropy loss 
function for student network training using the real rare endangered plant leaf tags.

The structure of the student network model trained in this paper is shown in Figure 1(c). The depths 
of the network models were all smaller than those for Alexnet and VGG16. To use fewer parameters, 
the adoption of knowledge distillation technology resulted in an accuracy rate for endangered plant 
leaf identification for the student network model that was similar to Alexnet and VGG 16.

Figure 1d. Structures of the five rare and endangered plant leaf identification models
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EXPERIMENT

Dataset
The rare and endangered plant leaf image data set was downloaded from the Information System of 
Chinese Rare and Endangered Plants and (Kumar et al., 2012). It includes the following 16 kinds of 
rare and endangered plants: Bretschneidera sinensis, Aquilaria sinensis, Cinnamomum pedunculatum, 
Tetracentron sinense, Euryodendron excelsum, Davidia involucrata, Cercidiphyllum japonicum, 
Liriodendron chinense, Chionanthus retusus, Sassafras albidum, Magnolia virginiana, Zelkova 
serrata, Metasequoia glyptostroboides, Pinus koraiensis, Chionanthus virginicu, and Magnolia 
dandyi. The dataset includes 2,620 images with resolutions of 150 150× . Using the Sobel operator 
to segment the images leaves only the leaves. To mitigate overfitting, as shown in Figure 3, the 
ImageDataGenerator function in the keras library was used to conduct pretreatment, including 
normalization, random resizing, rotation, cut, horizontal flip, and other processes. After 1,000 
iterations, an expanded leaf image data set of 2,620,000 images was obtained. The data set was then 
randomly divided into a test set, a verification set, and a test set, with a ratio of 60:20:20.

Figure 1e. Structures of the five rare and endangered plant leaf identification models
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Experiment Settings
Alexnet, VGG16, GoogLeNet, and ResNet trained on ImageNet were used as pre-training models. The 
last layer was replaced, as stated above, to conduct transfer learning. The structure is shown in Figures 
1a–1d. The models were renamed Fine-Alexnet, Fine-VGG16, Fine-GoogLeNet, and Fine-ResNet, 
respectively. After a high identification success rate was realized by the four new models, they were 
used as teacher network models in knowledge distillation to train each student network model. The 
structure of the student network models is shown in Figure 1(e). The output trained models were named 
Distillation-Alexnet, Distillation-VGG16, Distillation-GoogLeNet, and Distillation-ResNet. During the 
training process, one data set accuracy test was conducted for every ten model trainings. Moreover, for 
comparison, we randomly initialized the metrics parameter of Alexnet, and trained it to identify rare 
and endangered plant leaf images without using the pre-trained model. This is called CNN. At the same 
time, referring to methods described in the literature (Ibrahim et al., 2018), a rare and endangered plant 
leaf identification model based on an SVM was trained. To compare the lightweight models proposed 
in this article, we have trained leaf recognition models of rare and endangered plants based on the 
lightweight networks, MobileNet (Howard et al., 2017) and Xception (Chollet, 2017).The hardware 
configuration was CPU Intel 8700K, GPU NVIDA RTX2080Ti, and RAM 16G DDR4. Python was 
used as the programming language, and TensorFlow was the development framework.

The experiment was carried out in small batches, and each batch used 32 images for training/testing 
at the same time. The loss function optimizer used the Stochastic Gradient Descent algorithm, and the 
learning rate used a periodic decay update strategy. The initial learning rate was 1e-2, the maximum 
learning rate was 1e-2, the warm-up period was 3 epochs, the momentum was 0.9, and the weight decay 
coefficient was 5e-6.

Comparison of Experiment Results
The accuracy rate and loss variation curves for Fine-Alexnet, Fine-VGG16, Fine- GoogLeNet, and Fine-
ResNet in the image training and testing sets are shown in Figures 4–7. It is obvious that the accuracy 

Figure 2. Process of knowledge distillation for rare and endangered plant leaf identification models
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rates in the training set and testing set were both stable when epoch was set to 120. Loss rate was also 
stable when Epoch was 120. Fine-Alexnet realized an accuracy rate of 98.5% in the training set, and 
97.1% in the testing set. Fine-VGG16 realized an accuracy rate of 98.2% in training and 96.5% in testing. 
The corresponding values for Fine-GoogLeNet were 99.2% and 98.5%, respectively; for Fine-ResNet, 
they were 99.5% and 94.7%, respectively. The accuracy rates for Fine-VGG16 and Fine-ResNet were 
a bit lower than for Fine-Alexnet and Fine-GoogLeNet as the network depth of the former was much 
deeper than for the latter. In cases where there was an insufficient number of rare and endangered plant 
leaf images, Fine-VGG16 and Fine-ResNet had a higher risk of overfitting than did their counterparts.

The accuracy rate and loss variation curves for Distillation-Alexnet, Distillation-VGG16, Distillation-
GoogLeNet, and Distillation-ResNet in the rare and endangered plant leaf image training and testing 
sets are shown in Figures 8–11. Distillation-Alexnet showed a stable accuracy rate in both the training 
and testing sets when Epoch was 60. The loss rate was also stable when Epoch was 60. Meanwhile, the 
accuracy rates of Distillation-VGG16, Distillation-GoogLeNet, and Distillation-ResNet in the training 
and testing sets became stable when Epoch was 70. The loss rate also became stable when Epoch was 
70. This was because the number of parameters for these three models was large, but the number was 
small for the student models. More iterations were required to learn knowledge of Fine-VGG16, Fine-
GoogLeNet, and Fine-ResNet. The accuracy rates for Distillation-Alexnet were 97.1% in the training 
set and 96.3% in the testing set. The values for Distillation-VGG16 were 96.2% and 95.8%, respectively. 
For Distillation-GoogLeNet and Distillation-ResNet, the respective accuracy rates were 95.1% and 
92.7%, and 89.7% and 90.1%. The accuracy rates of the Distillation student models were very similar 
to those of the teacher models.

A comparison of the experiment results for the identification models is shown in Table 1. In the 
table, SVM was of the shortest training duration, but the lowest accuracy rate in the testing sets. This 
is because SVM has the smallest number of parameters, yet its feature extraction depends on artificial 
experience. The CNN method started training from the beginning. Therefore, it used the longest 
duration, yet its accuracy rate was disappointing. Fine-GoogLeNet had the highest accuracy rate in 
the testing set and a shorter duration than CNN. This reflects that transfer learning had not only saved 
the required training duration but also increased the accuracy rate for rare and endangered plant leaf 
identification. Fine-Alexnet and Fine-VGG16 were of similar accuracy to Fine-GoogLeNet. Fine-ResNet 
displayed the lowest accuracy rate in the testing set. Fine-ResNet had a longer training duration than 
the other fine-tuning networks, likely because Fine-ResNet involved a larger number of parameters. 
Distillation-Alexnet, Distillation-VGG16, and Distillation-GoogLeNet presented accuracy rates similar 
to Fine-Alexnet, Fine-VGG16, and Fine-GoogLeNet after knowledge distillation, which indicates that 
knowledge about rare and endangered plant leaves had already been transferred to the lightweight model. 
The accuracy of Distillation-ResNet is not ideal, which is related to the lack of residual modules in the 
student model. The lightweight networks, MobileNet and Xception, achieved better accuracy than the 
distillation student model, but the training time was longer than the distillation student model.

A comparison of the complexity of the teacher and student models is shown in Table 2. In the 
table, floating point operations per second (FLOPs) is generally understood as calculating the number 
of network models and is used to measure model complexity. We used the keras-FLOPS library to 
calculate the FLOPs of the teacher and student models. The total number of parameters of Distillation-
Alexnet was only 19.00% of those for Fine-Alexnet. Its FLOPs was 32.70% of Fine-Alexnet. The total 
number of parameters of Distillation-VGG16 was 5.64% of Fine-VGG16, and its FLOPs was 2.08% 
of Fine-VGG16. For Distillation-GoogLeNet, the respective values were 5.70% and 12.83% of Fine-
GoogLeNet, and for Distillation-ResNet, they were 5.30% and 7.30% of Fine-ResNet. For the distillation 
student model, the values were 6.21% and 7.15% of Xception, and the distillation student model was 
36.23% and 58.90%, respectively, of MobileNet. This indicates that the lightweight rare and endangered 
plant leaf model proposed in this paper balanced identification accuracy rate and computing resource 
utilization rate, and realized a balance between parameter numbers and identification accuracy rate.
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Figure 3. Some data in the experiment data set of rare and endangered plant leaves

Figure 4a. Experiment results for fine-alexnet
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Figure 4b. Experiment results for fine-alexnet

Figure 5a. Experiment results for Fine-VGG16



International Journal of Agricultural and Environmental Information Systems
Volume 12 • Issue 4

14

Figure 5b. Experiment results for Fine-VGG16

Figure 6a. Experiment results for Fine-GoogLeNet
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Figure 6b. Experiment results for Fine-GoogLeNet

Figure 7a. Experiment results for fine-resnet
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Figure 7b. Experiment results for fine-resnet

Figure 8a. Experiment results for Distillation-Alexnet
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Figure 8b. Experiment results for Distillation-Alexnet

Figure 9a. Experiment results for Distillation-VGG16
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Figure 9b. Experiment results for Distillation-VGG16

Figure 10a. Experiment results for Distillation-GoogLeNet
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Figure 10b. Experiment results for Distillation-GoogLeNet

Figure 11a. Experiment results for distillation-resnet
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Figure 11b. Experiment results for distillation-resnet

Table 1. Comparison of experiment results for identification models

Methodology Training duration 
(hours)

Accuracy rate in training 
set (%)

Accuracy rate in testing 
set (%)

SVM 0.5 0.84 0.81

CNN 3.1 0.95 0.92

Fine-Alexnet 1.9 0.985 0.971

Fine-VGG16 2.4 0.982 0.965

Fine-GoogLeNet 1.8 0.992 0.985

Fine-ResNet 2.5 0.995 0.947

MobileNet 1.4 0.987 0.969

Xception 3.6 0.981 0.967

Distillation-Alexnet 0.5 0.971 0.963

Distillation-VGG16 0.6 0.962 0.958

Distillation-GoogLeNet 0.7 0.951 0.927

Distillation-ResNet 1.0 0.897 0.901
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CONCLUSION

This paper proposed a rare and endangered plant leaf identification method based on transfer learning 
and knowledge distillation. It, first, used the transfer learning method, which applied Alexnet, VGG16, 
GoogLeNet, and ResNet as pre-trained models, and replaced the last layer to enable transfer learning. 
Then, it used knowledge distillation to transfer knowledge from Alexnet, VGG16, GoogLeNet, and 
ResNet into the lightweight network model. Finally, the experiments proved that the lightweight model 
proposed in this paper can achieve precise recognition accuracy while using simple calculations of 
resources. The method presented here has not only realized high accuracy in rare and endangered 
plant leaf identification, but also reduced the complexity of these identification models. It offers 
dependable technology support for the operation of identification models in mobile smart terminals 
and embedded devices. In the future, we plan to continue expanding the data set to test and improve 
the current algorithm, further promoting the generalizability of the identification model in rare and 
endangered plant leaf identification.

ACKNOWLEDGMENT

This research was supported by Population Health Informatization at the Hebei Province Engineering 
Technology Research Center, School-level scientific research project of Hebei North University (grant 
number YB2020002), and S&T Program of Hebei (grant number 216Z0302G). Lin Wu and Jingjing 
Yang contributed equally to this work. Xiao Zhang is the corresponding author of this article.

Table 2. Comparison of the complexity of the teacher and student models

Methodology Total parameter amount Layer amount FLOPs

Fine-Alexnet 7,173,520 13 0.844

Fine-VGG16 24,170,320 23 13.260

Fine-GoogLeNet 23,917,360 314 2.150

Fine-ResNet 25,702,288 178 3.780

MobileNet 3,761,872 90 0.468

Xception 21,918,776 135 3.860

Distillation student model 1,363,088 8 0.276
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