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ABSTRACT

Studies concerning big data patents have been published; however, research investigating big data 
projects is scarce. Therefore, the objective of this study was to conduct an exploratory analysis of 
a patent database to collect information about the characteristics of registered patents related to big 
data projects. The authors searched for patents related to big data projects in the Espacenet database 
on January 10, 2021 and identified 109 records. The textual analysis detected three word classes 
interpreted as (1) a direction to cloud computing, (2) optimization of solutions, and (3) storage and 
data sharing structures. The results also revealed emerging technologies such as blockchain and the 
internet of things, which are utilized in big data project solutions. This observation demonstrates the 
importance that has been given to solutions that facilitate decision-making in an increasingly data-
driven context. As a contribution, they understand that this study endorses a group of researchers 
that has been dedicated to academic research on patent documents.
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1. INTRoDUCTIoN

Big Data is characterized as a large data set, which is challenging to store, process, analyze, and 
understand using traditional database processing tools (S. Huang & Chaovalitwongse, 2015). The 
advancement in the use of Big Data has driven a generation of technologies and architectures designed 
to extract economic value through analysis (Gantz & Reinsel, 2011). Thus, decisions oriented to data 
analysis stand out compared to decisions based on intuition (McAfee & Brynjolfsson, 2012). With 
the increase in the generation of unstructured data, the analysis and interpretation through structured 
tables with rows and columns becomes increasingly complex. 

A Big Data project, in its turn, can be defined as a data-intensive project that presents large-scale 
problems with restrictions of volume, variety, speed (Becker, 2017), and still veracity of the data 
(Barham & Daim, 2018). Therefore, the culture of data-driven decision-making is essential to the 
success of a Big Data project (Dutta & Bose, 2015). Big data projects, using cutting-edge analysis 
involving artificial intelligence and machine learning, condition computers to identify what these 
data represent by identifying patterns more assertively.

Decision-making based on data depends on the successful implementation of Big Data projects 
(Dutta & Bose, 2015). However, the excessive focus on data and the neglect of adequate decision-
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making has been evidenced as an aspect that reflects the failure of Big Data projects (Chiheb, 
Boumahdi, & Bouarfa, 2019). Big Data project characteristics reflect potential highly uncertain 
inputs (for example, the relevance of data) and also potentially highly uncertain results (for example, 
information may be inaccurately derived from data analysis) (J. Saltz, Shamshurin, & Connors, 
2017). Big Data projects have also provided a good discussion regarding success factors. In a broad 
perspective, there is a convergence between studies that investigated success factors in big data projects 
and that encompass five predominant characteristics: Governance, Objectives, Processes, Data, Team, 
and Tools (Gao, Koronios, & Selle, 2015; J. S. Saltz & Shamshurin, 2016).

Despite the evolution made in the Big Data area in recent years, practitioners reinforce the need for 
research related to guides, models, or even methodologies (Lara, De Sojo, Aljawarneh, Schumaker, & 
Al-Shargabi, 2020). As a result, opportunities arise for project management professionals to contribute 
by identifying appropriate measures and types of data, helping to interpret the data, and placing them 
in an evaluation context (Olsson & Bull-Berg, 2015). In addition to identifying technological trends in 
specific fields (Abbas, Bilal, Zhang, & Khan, 2015), patent analysis can identify recurring problems 
in a specific area, as patent registrations are intended to solve a practical problem. 

Previous patent analysis studies of Big Data technology have been performed. Examples include 
abstract analysis of Chinese Big Data patents (Z. Yang et al., 2017), hot classification fields of Big Data 
technology (Gui, Liu, Bai, & Zhang, 2017), methods technology assessment using quantitative patent 
analysis for technology transfer in Big Data marketing (Jun, Park, & Jang, 2015), business interests 
and activities around Big Data (Y. Huang et al., 2016) and an analysis of the patenting activities of 
global jurisdictions in the Big Data field (Saheb & Saheb, 2020). While these studies analyze Big 
Data patents, they do not directly address the specific area of Big Data projects.

Singh (2019) stated that Big Data projects involve research in purely technical areas, such as 
ubiquitous information and integration in Big Data ecosystems. Thus, given the relevance of Big Data 
projects and the scarcity of studies characterizing the patents generated in this area, we took this as an 
opportunity for new research. Herein, an exploratory analysis of the Espacenet patent database was 
performed on January 10, 2021. to identify and subsequently describe registered Big Data projects 
patents. based on an initial sample of 109 records.

Our results advance the discussion on Big Data projects since this study fills a gap in intellectual 
property knowledge. This study also endorses the researchers who promote patent research to search 
for information on solving technical problems without being limited to scientific articles. Finally, 
based on this study’s main findings, we suggest extending this analysis from a Big Data project 
management perspective in the future. 

In the following sections, we present the Theoretical background (Section 2), Methodological 
procedures (Section 3), Results and Discussion (Section 4), and Conclusions (Section 5) of this study.

2. THeoReTICAL BACKGRoUND

Previous studies reported an approach for organizations to create Big Data projects, encompassing 
phases of project planning, implementation, and post-implementation (Mousannif, Sabah, Douiji, & 
Sayad, 2014, 2016). Moreover, another study proposed implementing Big Data projects based on the 
strategic basis, data analysis, and implementation phases (Dutta & Bose, 2015). These two proposals, 
which aim to establish effective Big Data solutions, initially discuss the strategic aspect of the project 
and the attendance of business problems, reinforcing the holistic characteristic of all Big Data projects.

Interestingly, the strategic alignment of Big Data projects with the organizational vision has been 
considered a success factor in Big Data projects (Gao et al., 2015; J. S. Saltz & Shamshurin, 2016). 
Indeed, the proper use of data visualization technologies is crucial for successful data interpretation 
and must be considered by the decision-makers at the strategic level, such as data analysts and 
executives (Moore, 2017).
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Big data and cloud computing are among the technological revolutions of the moment and 
have led to significant transformations in information technology and impacts on scientific research 
(Boutkhoum, Hanine, Agouti, & Tikniouine, 2016). Cloud computing provides vital support to address 
the challenges related to shared computing resources such as computing, storage, networking, and 
analytical software. Notably, the application of these resources has led to impressive advances in Big 
Data (C. Yang, Huang, Li, Liu, & Hu, 2017).

Some emerging technologies rely on Big Data. For example, the Internet of Things (IoT) is a 
network of heterogeneous devices with sensors with different functionalities connected to a private 
or public network (Miorandi, Sicari, De Pellegrini, & Chlamtac, 2012). Its ability to react to the 
surrounding environment depends on Big Data. Additionally, Blockchain, a distributed public 
accounting technology initially intended for cryptocurrencies, utilizes Big Data technologies. It 
has been reported that systems that combine blockchain technology and the IoT benefit from lower 
operating costs, decentralized resource management and robustness against threats and attacks. 
Therefore, the convergence of the IoT and Blockchain technologies could overcome significant 
challenges currently faced by the IoT (Ferrag et al., 2018).

In the information age, data has become an essential strategic resource. In this sense, Big Data, 
especially in the IoT era, has become a practical tool for enterprise and government decision-making, 
specifically impacting economic and social life (Wang, 2020).

Data mining is the computational process of discovering patterns in large data sets. It involves 
methods at the intersection of Artificial Intelligence (AI), machine learning, statistics, and database 
systems (Majumdar, Naraseeyappa, & Ankalaki, 2017). According to Fayyad, Piatetsky-Shapiro, and 
Smyth (1996), data mining applies specific algorithms or techniques to extract knowledge patterns 
from data sets. The patterns discovered should be significant insofar as they lead to some advantage 
in decision-making (Ahmed, Aziz, Tezel, & Riaz, 2018).

Decision-making models for Big Data projects have been proposed to reduce problems of limited 
rationality in the context of complex decisions. Chiheb et al. (2019) presented a conceptual model 
called BD-Da that describes the levels to be considered to develop a Big Data project to solve the often 
neglected decision-making problem. The model helps companies make faster and more intelligent 
decisions and gain a competitive advantage.

Elgendy and Elragal (2016) developed a B-DAD structure that integrates Big Data tools, 
architecture, and analysis. The structure was developed and tested to identify promotional products 
that should be offered for sale. It was also shown to make decision-making more assertive through 
advanced Big Data analytical techniques that reveal hidden insights. Later, Poleto, De Carvalho, and 
Costa (Poleto, De Carvalho, & Costa, 2017) presented an integrated model of Big Data, Business 
Intelligence, and Decision Support System to apply during the decision-making phases. The authors 
state that organizations are essentially composed of processes, people, and technology; however, 
technology alone is useless without one of the first two.

More specific solutions within Big Data projects have also been developed. Examples include a 
decision-making approach based on the diffuse AHP-TOPSIS methodology to select an appropriate 
cloud solution to manage Big Data projects (Boutkhoum, Hanine, Agouti, & Tikniouine, 2017). 
Additionally, a project management and execution support platform with an emphasis on analytics 
and reporting was reported to facilitate successful project decision-making (Pondel & Pondel, 2016). 
It is also evident that there is a need for greater criticality for the data storage and analysis steps, 
especially concerning the high risk of collecting low-quality data and the steep learning curve of the 
initial phase of Big Data projects (Lara et al., 2020).

Large data sets originating from heterogeneous to distributed sources likely have different data 
formats and models. They may not be in the same data format or model of a target Data Warehouse or 
contain missing, low quality, redundant or data. Thus, Data Warehouse architecture software, known 
as Extraction-Transformation-Loading (ETL), is employed (Ali & Wrembel, 2017). The emergence 
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of Big Data has caused more and more companies to modify their data management strategies to 
optimize performance (Jianmin, Wenbin, Tongrang, Shilong, & Hongwei, 2020).

After highlighting the relevant discussion based on the studies cited in the context of Big Data 
projects, in the next section, we describe the methodological procedures of our research and provide 
details about data collection and analysis.

3. MeTHoDoLoGICAL PRoCeDUReS

According to Clarke (2018), depending on the questions you are being asked (i.e., state of the art, 
prior art/novelty/patentability, freedom to operate, opposition, and (in)validity), there are different 
types of patent searches. Herein, we sought to collect relevant documents published in a particular 
technical field and extract data and descriptive information.

To achieve our goal of carrying out an exploratory analysis of the characteristics of registered Big 
Data projects patents, we searched the Espacenet database on January 10, 2021, using the following 
search string: “Big data project*”. The search retrieved 109 records, and after a structured analysis 
of the documents, six (06) patents were eliminated from the sample because they did not have a Big 
Data project scope or cited the search term in a decontextualized way. We also identified two cases 
of repetitions, in which the patents were registered in two offices. It should be pointed out that for 
the descriptive analysis, we did not consider the six patents outside the scope of the research. For 
the textual lexical analysis, we did not consider the six patents outside the scope or the two repeated 
patents to not bias the quality of the results (Table 1).

For data analysis, we used Iramuteq version 0.7, free and open-source software that enables the 
textual analysis of a corpus prepared by the researchers. We organized patent summaries according to 
the available information in the documents. After processing the corpus, 230 text segments and 7.890 
occurrences were identified. Only adjectives, verbs, and common names were used as analysis keys.

Table 1. Patents eliminated and repeated from the sample

  Patent number Patent name

Eliminated patents

CN108446206A AR technology-based application availability display system

US2020324135A1 Device and method for treating eight cancers with ultraviolet radiation

CN107177625A Artificial carrier system with site-specific mutagenesis and site-specific 
mutagenesis method

CN107671020A Automatic cleaning brush of seabed observation instrument equipment 
and work principle of automatic cleaning brush

CN104484582A Method and system for automatically analyzing bio information items 
through modular selection

WO2019100012A1 Data collection & analytics based on detection of biological cells or 
biological substances

Repeated patents

US9384264B1 Analytic systems, methods, and computer-readable media for structured, 
semi-structured, and unstructured documentsEP3179387A1

WO2020014399A1 Decentralized Cybersecure Privacy Network For Cloud 
Communication, Computing And Global e-CommerceUS2019386969A1
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An analysis of the textual corpus, consisting of 230 text segments and 7,890 occurrences from 
101 textual patents, identified 567 hápax or words that appear only once in the entire textual corpus. 
A summary of the corpus is presented in Table 2.

Next, we used the Descending Hierarchical Classification Method (DHCM) to obtain text segment 
classes. At the same time, DHCM detects text segment vocabulary that is similar and different in the 
classes (Camargo, 2005). We also performed a Factorial Correspondence Analysis (FCA), a feature 
of Iramuteq that produces graphical representations in a Cartesian plane. FCA helps visualize the 
proximity and distances of words from the crossing of the textual corpus vocabulary. The procedures 
performed in this analysis include the calculation of frequencies, chi-square correlation values for 
each word in the corpus, and the execution of the FCA in a contingency table that crosses the active 
forms and the variables (Salviati, 2017).

4. ReSULTS AND DISCUSSIoNS

As shown in Table 3, China displayed an expressive number of registrations in China with 81 patents, 
corresponding to 78.64% of the sample. China registered one patent in 2015 and has exhibited year-
to-year growth until 2020. The United States of America (USA) is the country with the second most 
registrations with ten records, and the World Intellectual Property Organization (WIPO) is third 
with six records. Moreover, the Republic of Korea (ROK) had three records, the European Patent 
Office (EPO) had two, and Japan had one. The large number of registrations and steady increase in 
productivity over the years highlight China’s interest in the topic. 

Table 2. Summary of corpus analysis

Summary of corpus analysis Total

Number of texts 101

Number of text segments 230

Occurrences 7,890

Average occurrence per text 78.90

Number of forms 1,269

Number of hápax 567*

*44.68% of form, 7.19% of occurrences.

Table 3. Intensity map of the number of records in countries/regions related to big data projects

Country/Region 2015 2016 2017 2018 2019 2020 Total

China 1 2 6 13 17 42 81

USA 2 1 1   3 3 10

WIPO   1   1 1 3 6

ROK       1   2 3

EPO     1   1   2

Japan           1 1

Total 3 4 8 15 22 51 103
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When studying Big Data patents in China, Z. Yang et al. (2017) showed that from 1980–2016 
the increase in Big Data patent registrations in China occurred after 2005, and the claimants’ patent 
applications were mainly from universities and companies. Teixeira and Queirós (2016) highlight the 
‘Intermediate Intellectual Property Service’, which since 2008 has been a strategy for technological 
development to make China a country with a high level of intellectual property creation. Indeed, 
our intensity map illustrates the predominance of registrations in China, confirming the success of 
this strategy.

When generating the dendrogram (Fig. 1), which is a tree diagram that displays the groups 
formed by clustering at their similarity levels, three classes were identified and analyzed according 
to the relationships between the words. Class 1 represents 32.8% of the corpus and has words like 
“system”, “method”, “model” and “management” that are related to the corpus as procedures or forms 
of organization. Class 1 also contains words like “cloud”, “compute”, “platform” and “service” that 
can indicate a direction for the use of cloud computing services. Class 2 represents 32% of the corpus 
and consists of words such as “efficiency”, “improve”, “process”, “reduce”, “speed” and “solution” 
suggesting the corpus is directed towards the optimization of solutions. Additionally, Class 2 also 
contains words like “apparatus”, “device”, “equipment” and “wireless”, referring to objects that 
facilitate solution optimization. Lastly, Class 3 represents 35.2% of the corpus and is characterized 
by words like “store”, “database”, “block”, “record”, “structure”, “module” and “share”, which are 
indicative of data storage and sharing structures.

It should be pointed out that since Classes 1 and 2 have equivalence in terms of word means 
compared to Class 3; thus, they could have been combined into one class.

The FCA (fig. 2) made it possible to visualize the textual corpus distributed in the Cartesian plane. 
As shown in Figure 2, the three distinct classes do not overlap. The textual corpus was formed by the 

Figure 1. Dendrogram of DHCM
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words in the patent summary, and each word had to be repeated at least ten times to be considered in 
the FCA. The interpretation of word placement is subjective, and it is up to researchers to understand 
why the words have this distribution. Thus, after the software generated the FCA, we carried out a 
deep analysis directed at all patents by their respective words to identify relationships between them 
and form a common corpus that justifies each word group.

When interpreting the distances between words and distributions along the plane, the x-axis 
appears to refer to data collection and storage technologies (left) and processing and performance 
techniques (right). In other words, patents related to Big Data design applications. On the other hand, 
the y-axis indicates a tangibility relationship such that the lower and upper parts of the plane represent 
intangible and tangible solutions, respectively.

Due to continuous development, IoT technology and Big Data have become analytical tools 
widely applied in many technical fields (Wang, 2020). The rapid evolution of decision support systems 
has made experts realize that putting Big Data on the cloud is a real challenge that businesses must 

Figure 2. FCA of the sample
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consider. In this sense, the selection of cloud solutions is recognized as an essential research issue 
for Big Data projects (Boutkhoum et al., 2016).

A significant challenge faced by this sector is that Big Data generated from the various IoT 
sensors contains rich spatiotemporal information (C. Yang et al., 2017). We identified a Big Data 
IoT project in the cloud (Patent number CN112001023A) which provides a method for analyzing the 
degree of safety from pollution by measuring reflected light from a glass curtain wall. According 
to the authors, the invention helps to continuously monitor the light pollution phenomenon on the 
glass curtain wall. Furthermore, utilizing Big Data, the patent objectively analyzes and visualizes the 
security of the building’s light environment for protecting the eyesight and improving the productivity 
of the employees.

It has been reported that the advancement of IoT is expected to provide easy public access to 
valuable results from Big Data and cloud computing (C. Yang et al., 2017). However, access to the 
best information needs to be provided to the public for better decision-making (Abbas et al., 2015). 
Herein, we found Patent number CN111338302A that refers to the technical field of Smart factories, 
and more specifically, to a chemical modeling processing system based on industrial Big Data and 
IoT. For inventors, the invention aims to integrate and implement AI and Big Data technology in an 
independent and controllable way into traditional production lines, helping production companies 
achieve synergistic data, production, and control flows, improve production efficiency, reduce 
production costs. In other words, this technology could contribute to the development of intelligent, 
independent and controllable manufacturing.

It is predicted that Blockchain technology will soon overcome significant challenges faced 
in this area of research and development. In this context, a method for extracting and managing 
project results generated by specialists, executed by a server and stored in a Blockchain has been 
developed (Patent number WO2020175753A1). Moreover, we also identified a Blockchain consensus 
algorithm and platform, Blockchain encryption technology, and evolutionary network developed to 
reduce cryptocurrency transaction costs and time (Patent number KR20200045089A). Alkhamisi 
and Alboraei (2019) state that with the rise of Blockchain technology, recent research has focused 
on adopting Blockchain to address security issues associated with IoT. Furthermore, Ferrag et al. 
(2018) classified threat models considered by Blockchain protocols on IoT networks into five main 
categories: identity-based attacks, manipulation-based attacks, cryptanalytic attacks, reputation-based 
attacks, and service-based attacks.

In the sample, we also detected patents related to a remote guidance control system for corporate 
services (patent number CN107748764A). This invention makes querying a company’s service demand 
information more efficient and convenient by efficiently combining the client, the platform cloud 
data, and third-party service agencies. Despite the numerous advantages, it is challenging to find 
recommendation systems with a specific formula that directly provide optimized parameters. This 
setback is mainly attributed to the fact that more and more parameters are generated as the machine 
learning models become more and more complex. Notably, it has been proposed that a minimum 
gradient descent algorithm based on the Gene, Behavior, and Phenotypic (GBP) dimension could 
mitigate this problem (patent number CN111581524A). Recommendation systems collect historical 
user classifications, interactions, portraits, social networks, and context and analyze historical interests 
to recommend relevant information for users to meet needs and recommendation algorithms, which 
are the core of recommendation systems.

Data mining plays a crucial role in analyzing large data sets. Patent number US10282603B2 
refers to a method implemented by a computer to analyze technical documents concerning a corpus. 
According to the inventors, several algorithms can perform data searches; however, information 
retrieval is often an inaccurate process with the rise of Big Data projects. Therefore, improvements 
in information retrieval are necessary. We also found a series of patents related to performance 
optimization. For example, patent number CN103823881A describes a method and device for 
optimizing the performance of a distributed database. Additionally, patent number CN106130801A 
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provides a method for updating and monitoring Big Data, which solves the problems associated with 
components during traditional distributed data collection.

When an ETL process is implemented as a workflow, where tasks process data and are connected 
by data flows, ETL tools must be developed to execute these workflows (Ali & Wrembel, 2017). 
Patent number CN107145576A is an ETL tool that addresses a Big Data ETL scheduling system by 
supporting visualization and process flow, eliminating complicated background operations, improving 
ETL development speed and efficiency, and reducing implementation costs. It has been reported that 
the ETL architecture strategy processes the data uniformly (Jianmin et al., 2020). Moreover, patent 
CN107330028A discloses an Apache NiFi application extension method for importing source data 
into a database. According to the method, different access tools are not required when multiple data 
sources have access to the database. Consequently, the data access process is unified. An access 
plug-in can also be extended automatically.

The culture of data-driven decision-making has promoted structural changes in processes, people, 
and technology (Elgendy & Elragal, 2016). The value built from the use of Big Data in the decision-
making process lies in the ability of decision-makers to allocate resources and make adjustments 
to the process more assertively. Indeed, some patents identified in our sample potentially improve 
decision-making. However, as Boutkhoum et al. (2017) pointed out, selecting the most appropriate 
solution for Big Data projects is complex and requires a comprehensive evaluation process.

Patent CN106096733A presents an analytical model that evaluates Big Data for water 
conservation. This method applies an analytical hierarchy process and a fuzzy mathematical theory 
to Big Data, comprehensively considering various schemes of water service. Once the schemes are 
classified, the best decision-making scheme is selected. Another patent (CN111444446A) refers to a 
method and system for collecting engineering cost data based on Big Data, computer equipment, and 
a computer-readable storage medium. According to the inventors, the method has the advantage that 
different decision-makers can master the cost data for each stage in each engineering field conveniently. 
The total engineering cost is obtained as a whole, and, finally, a reasonable decision is made.

We also highlight patent number CN111652090A, which belongs to the mechanical vision field. 
This invention discloses a digital management method for planting hemp in China. China’s hemp 
planting companies do not monitor the main control points, and manual operation often generates 
some hysteresis information. Consequently, the timing of decision-making and deviation correction 
actions are negatively affected. This invention uses a video library database of plant growth images 
and monitors the images to build a model library and knowledge base. The system can perform batch 
image processing and recognition by configuring parameters to assist decision-making and improve 
productivity.

Big Data in modern businesses allows companies to make faster and wiser decisions and achieve 
competitive advantages. However, many Big Data projects provide disappointing results that do not 
meet the needs of the decision-maker. These poor results are because they neglect the decision of 
these projects, which is an aspect of the decision-making process. (Chiheb et al., 2019). It has been 
stated that with the growing demand for using Big Data to take advantage of their opportunities, 
organizations are looking for clear and simple solutions and guidelines for Big Data management 
(Elgendy & Elragal, 2016). As highlighted by Poleto, Carvalho, and Costa (2017), the use of Big Data 
will only be successful if there is a data integration strategy for the generation of relevant information 
and knowledge management.

Finally, we highlight applicants with more than one record in our sample. Altogether nine 
applicants fit this requirement, including Limited Companies with 11 records, followed by universities 
with two, a research institute with one, and an individual with one (Table 4).

Patent data presents valuable insights for inventors, engineers, companies, and decision-makers 
(Akers, 2003). It is also considered an indicator of innovation and reflects technological and scientific 
changes (Archibugi, 1992). In this sense, the mapping of inventions and, consequently, the applicants 
can reveal strong indicators of technological trends and, in some cases, mastery of a technique or 
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technology. Therefore, both academia and industry must recognize the emerging patterns of big data 
technologies, which are of primary importance in the growth of data-driven enterprises (Saheb & 
Saheb, 2020).

5. CoNCLUSIoN

When carrying out an exploratory analysis with patent data to understand the characteristics of patent 
registration related to Big Data projects, we observed a significant number of patents registered in 
China. This result indicates substantial importance this country gives to the subject. Notably, the 
dendrogram analysis and FCA identified three classes of words interpreted as a direction to cloud 
computing, optimization of solutions, and storage and data sharing structures.

Table 4. Applicants with more than one registered patent

Applicants Patent number Patent name

Chongqing Socialcredits 
Big Data Tech Co Ltd

CN109408712A A method for constructing a multi-dimensional information portrait 
of a travel agency user

CN109345348A Recommendation method of multi-dimensional information portrait 
based on travel agency users

Electric Power Res Inst
CN109190381A A detection method for Hadoop security vulnerability

CN109961376A Distributed energy storage equipment management and control 
system and method

H3C Big Data Tech Co 
Ltd

CN108062399A Data processing method and device

CN109344163A Data verification method, apparatus, and computer-readable 
medium

Lenovo Beijing Co Ltd
CN108804233A Memory space recycling method, device, electronic equipment and 

storage medium

CN106293929A Data processing method and first electronic equipment

Shenzhen OneConnect 
Intelligent Technology 
Co Ltd

CN111984685A Data tilt detection method, device, computer equipment and 
readable storage medium

CN111984630A Log association method, device and computer equipment

CN111158642A Data construction method and device, computer equipment and 
storage medium

South China University of 
Technology

CN111444236A Mobile terminal user portrait construction method and system based 
on Big Data

CN107817787A Intelligent production line manipulator fault diagnosis method based 
on machine learning

Xiamen University
CN207423929U Novel air quality intelligence prediction system

CN111310868A Water-writing handwritten character recognition method based on 
convolutional neural network

Wang Yujue
CN109650186A Communication cable taking-up and paying-off device for 

communication Big Data project

CN109650187A Communication cable taking-up and paying-off device for 
communication Big Data project

Xinhua Sanda Data Tech 
Co Ltd

CN107548151A Method and device for marking wireless access point (AP)

CN107547519A Wireless Big Data deployment method and device
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The main limitation of our study was that despite the Espacenet database being one of the 
primary databases, with more than 120 million patent documents, incremental research with other 
databases could complement the study sample and possibly produce results complementary to those 
presented herein.

The present study also found that emerging technologies such as Blockchain and IoT are being 
used in Big Data project solutions. Moreover, we observed the importance given to solutions that help 
decision-making in an increasingly data-driven context. Indeed, this is perhaps the most significant 
practical contribution of this study.

As an academic contribution, this study endorses a body of researchers that have dedicated their 
academic research to patent documents, making patent studies in the academic environment more 
noticeable.

Since Big Data research, and more specifically, Big Data projects, are areas of incipient knowledge, 
there are many opportunities for new research on the topic. This observation is the main implication 
of this paper. We suggest that future research extend this discussion to Big Data project management 
through a theoretical lens or even applied research for empirical validation of this study’s findings. 
Based on the identified patent clusters, it is plausible that empirical research could explain the Big 
Data project phenomenon.
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