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ABSTRACT

Predicting stock indices is a common concern in the financial world. This work uses neural network, 
support vector machine (SVM), mixed data sampling (MIDAS), and other methods in data mining 
technology to predict the daily closing price of the next 20 days and the monthly average closing 
price of the future expected daily closing price on the basis of the market performance of stock 
prices. Additionally, by the mutual ratio of weighted mean square error, the study achieves the best 
prediction result. Combining value investment effectively with nonlinear models, a complete stock 
forecasting model is established, and empirical research is conducted on it. Results indicate that 
SVM and MIDAS have good results for stock price forecasting. Among them, MIDAS has a better 
mid-term forecast, which is approximately 10% higher than the forecast accuracy of the SVM model. 
Meanwhile, SVM is more accurate in the short-term forecast.
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INTRoDUCTIoN

Since the emergence of the stock market, many experts and scholars have been actively engaged in 
stock market analysis and research. Some effective stock analysis methods have come into being. 
Many researchers use traditional statistical methods to analyze and predict the stock market. However, 
some traditional statistical measurement models have strict requirements on data (e.g., the data must 
have characteristics, such as stagnation, regularity, and low noise). Some limited conditions often 
exist in the stock market during the analysis process. However, in real life, stock market data have the 
characteristics of large potential, large amount, and complex data relationships. Therefore, achieving 
the expected results in the analysis and prediction of the stock market by applying some traditional 
statistical methods is difficult.

At first glance, there may appear to be no regularity in the stock market. It may seem, on the 
surface, to lack regularity. When it fluctuates seemingly unpredictably, but that doesn’t actually 
happen. Although accurately predicting future stock prices is impossible, price fluctuations can still 
be predicted in the short term. Many scholars have raised various stock quality analysis techniques 
in recent years, with reference to fundamental aspects and technical elements. Specifically, the 
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introduction of data mining methods provides good technical support for exploring the rules of the 
stock market and stock price changes. At the same time, it provides an important reference basis for 
investors’ decision making.

The innovation of this paper is based on data mining and market-related techniques. In addition, 
it applies a wide range of statistical data mining methods to stock market research. It explores the 
application of data mining in stock market research to recommend stock market analysis and model 
forecasting; finally, a high-density algorithm is introduced. The model adopts the peak density 
algorithm for global distribution, which solves the uncertainty problem of the time series model when 
processing data. The research results show that data mining technology is an important science and 
application prospect in product analysis and prediction.

ReLATeD woRK

Jochems et al., (2016) used predictive models to medical care and believed that one of the main 
obstacles to achieving personalized medicine is to obtain enough patient data to input predictive 
models. Barbarelli et al., (2016) proposed a 1D numerical code for estimating the performance of a 
centrifugal pump used as a turbine (PAT). Once these parameters are derived, the loss is calculated, 
and the characteristic curve of PAT is determined. Bergey et al., (2017) converted and cleaned up 
diagnostic medical reports for text mining methods. Predictive models are used to characterize clusters 
obtained through unsupervised classification and potential category modeling of disease events. 
Chatterjee (2016) proposed a new technique that uses stock market liquidity to predict recessions. The 
results can be used by professional forecasters and have potential monetary value policy influence.

ReSeARCH MeTHoDS oF SToCK PRICe FoReCASTING

Data Mining
Data mining is based on the needs of users, discovering hidden and important information from 
complex databases (Forsberg, et al., 2017). Data mining includes machine learning, database 
technology, statistics, artificial intelligence (AI), pattern recognition, and other technical fields 
(Djouvas et al. 2017). With the rapid development of Internet technology, people have an increasing 
number of channels for obtaining information, and their lives have become increasingly convenient 
(Faria et al., 2017). However, a large amount of information also brings many problems: too much 
information is difficult to assimilate; the amount of information is difficult to distinguish between 
true and false; information security is difficult to guarantee (Falkenthal et al., 2017). In this case, 
data mining technology is introduced. Data mining is a complex process that can help people extract 
hidden information that was unknown in the past and has great value from a large amount of data (Fan 
et al., 2018). It’s a multidisciplinary field that includes artificial intelligence, database technology, 
knowledge base systems, neural networks, mathematics, dispenser learning, statistics, knowledge 
acquisition, information extraction, paralleled computing, with many other aspects.

The theoretical basis of the system is the cornerstone of data mining methods (Kinnebrew et al., 
2016). It includes data simplification and simplification of data representation to meet the research 
needs of people. Data mining uses decision trees, association rules, and other algorithms to compress 
datasets. Rule discovery, that is, the use of relevant knowledge of probability theory to transform 
the goal of data mining into a unified search rule, discover the probability distribution of random 
variables from a large number of datasets, and then conduct research (Pisani et al., 2016). From the 
perspective of microeconomics, data mining technology is seen as a continuous process of optimization 
problems (Raff et al., 2017). Optical data mining focuses on data visualization, performs interactive 
data mining processes, and well presents data mining results, which have become an important part of 
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data mining (Sharma, et al., 2016). These theoretical frameworks are not isolated; they are intersecting 
one another. The data mining process is illustrated in Figure 1.

With the deepening of data mining, the mining of one-layer and 1D association rules can no 
longer meet people’s needs (Zhang et al. 2017). Considering that no data are collected, finding strong 
association rules at the level of data detail is difficult. In general, the support of low-level data is 
low, whereas that of high-level data is generally high. For example, when analyzing the relationship 
among customers who purchase a certain type of electronic products, each type has different brands, 
models, and colors. An obvious hierarchical structure exists among data elements (Zhang et al. 2019). 
Thus, when extracting the connections among specific products, using single-level association rules 
to obtain more useful information is impossible. Moreover, useful information must be extracted 
among multiple levels (Tharwat et al., 2017).

Mining Technology
Data mining is the basic process of discovering a large number of datasets, using machine learning, 
statistics, and intelligent methods to generate data models at the intersection of database systems 
(Sun et al., 2017). The initial analysis steps are complemented by database, data administration, data 
preprocessing, model schemes, rate measurement, complexity, structure discovery, further treatment, 

Figure 1. Data mining process
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imaging, and online updates (Cavallaro et al., 2015). In this article, the main data mining tools used 
for stock price modeling and variable selection are: neural network, MIDAS model, and support 
vector machine (SVM) (Wang et al., 2017, pp. 197-208).

Neural Network Technology
Manufactured artificial neural networks (ANN) have been developed as a computational model 
founded on the structures and capabilities of biological neural networks (Wang et al., 2017, pp. 
650-660). The model influences the structure of ANN, as the neural network in a sense modifies or 
learns automatically according to influences and exports. It is usually used as a nonlinear statistical 
modeling tool to identify and shape the complex relationship between input and output during the 
self-learning process. The basic processing unit of a neural network is a neuron. This cornerstone 
of human knowledge contains some universal possibilities. Biological neurons receive input from 
other sources, combine them in a certain way, perform a general nonlinear function in the result, and 
then extract the final result (Wang et al., 2018). The weights of artificial neurons and connections are 
usually adjusted as learning progresses. Neurons can have a limit, and only send signals when the total 
signal exceeds that limit. The algorithm flow of neural network technology is illustrated in Figure 2.

A neural network can gradually improve its performance by “learning” examples, and it is an 
adaptive system (Gui et al., 2017). The neural network simulates the response of the human nervous 
system to each stimulus and trains and models communication on the basis of given input and output 
signals, just as it forms memory rules. Essentially, ANN is similar to the human nervous system, 
composed of a large number of neurons, which we call a simple information processing unit (Liu 
et al., 2017). Network connections can systematically adapt to input and output, making it an ideal 
choice for supervised learning. Figure 3 illustrates the case if it is abstracted as a mathematical model 
(Maulik et al., 2017).

A single neuron can be composed of input signals (including variables a a a
n1 2

, ,..., ) and output 
signal t, including intermediate transfer functions (Guo et al., 2014). According to the importance of 
each input variable, weighting it (indicated as w

i
) can be regarded as a stimulus of different sizes of 

neurons from the outside world. Among them, t (output neuron), that is, the calculation method of 
the target value is (Wang et al., 2017, pp. 650-660): 

t x f w a b
i

n

i i( ) = +






=∑ 1

 (1)

The backpropagation neural network (BPNN) model is a three-power or multi-power neural 
network model. It uses a slope algorithm to propagate the error between the calculated output and 
the actual output and correct any connection weight (Lee et al., 2017). While both training patterns 
that are introduced into the network, neuron activation values will be propagated out from the input 
layer through each intermediate layer to the output layer. There will be each neuron in the output 
layer that will receive the network input the responses and try to shorten the distance between them. 
Conjugate weights are corrected by the hidden layers in the intermediate layers from the output plane 
to each layer (Widyantara, et, al., 2017). As this error distribution correction continues, the correct 
response rate of the network input function will continue. The principle of the learning process is 
shown in Figure 4.

The relationship between stock price and its influencing factors is not simply linear. The advantage 
of neural network lies in its strong nonlinear fitting ability. ANNs are used as random function tools. 
These types of tools help evaluate the most cost-effective solution when defining computational 
functions or distributions (Kelley et al., 2016).
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MIDAS Model
At present, the most commonly used model for data processing is the mixed data sampling 
model(MIDAS). It is derived from the evolution of the distributed lag model and is essentially a 
regression model that can directly process the mixed data. The MIDAS model initially uses high-
frequency financial data to predict low-frequency financial data. The construction idea of the MIDAS 
model comes from the distributed lag model whose representation is as follows:

Y B L X
t t t
= + ( ) +β λ

0
 (2)

Among them, B(L) is a polynomial operator with finite or infinite lag, which is obtained by 
parameter estimation. The model assumes that the data frequency is consistent.

The most basic unary MIDAS regression model form is as follows(Jeon et al., 2018):

Figure 2. Neural network algorithm flow
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y B L x
t

K n
t h

n

t
= + ( ) +−

( )β β λ λ
0 1

/ ;  (3)

Among them, the left side of equation y
t
 is a certain low-frequency data, which xm  refers to 

high-frequency data; frequency y
t
 is m times the frequency.

We use h to indicate from which period the data are used for model prediction. The three most 
commonly used forms in weight function are Almon polynomial function, exponential Almon 
polynomial function, and β  polynomial function. The basic expression form of Almon polynomial 
function is:

Figure 3. Single neuron model

Figure 4. BPNN learning principle
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The basic expression form of the exponential Almon polynomial function is:
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The basic expression of β  polynomial function is:

b k
f k K

f k K
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λ λ

λ λ
1 2

1 2

1 2

( ) = ( )
( )∑

 (6)

The above three forms of the weight function all implicitly assume that the sum of the weights 
is 1 and can ensure that the value of the weight function is positive. For simplicity, a weight function 
containing only two parameters is usually used in the MIDAS model. Nevertheless, the flexibility of 
calculation can still be guaranteed. The specific form is as follows:

b k
k k

k k
k

K
;

exp( )

exp
λ

λ λ

λ λ
( ) = +

+( )∑
1 2

2

1 2
2

 (7)

SVM
Supports vector machines (SVM) avoid the dimensionality in stock prediction disaster. In the support 
vector machine, the classification function is determined by a small number of support vectors. As 
a consequence, the “dimensionality curse” can be avoided in a sense.

First, define an optimal hyperplane to maximize the boundary between the two categories; second, 
extend the above definition for the nonlinear separable problem and specify corresponding penalties 
for incorrect classification. Finally, the data are mapped to a high-dimensional space; classification 
is easy when a linear decision surface is used: reconstruct the problem. We find w and b by solving 
the following objective function using quadratic programming:

min ; . . ( * )
1

2
1w s t y w x b

i
+ ≥  (8)

The algorithm is as follows (Kim et al., 2019):

L w b r w C y w x b
i i i i i

t
i

, , , ,ϑ γ ϑ λ( ) = + − +( )−( )
= =∑ ∑

1

2
1

2

1 1
 (9)
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For partial w b, ,ϑ  derivatives, we respectively obtain:

∂
∂
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L
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We finally transform into optimization problem solving

max
,i i i j

n

i j i j i j
y y x x

= =∑ ∑−
1 1

1

2
λ λλ  (13)

We introduce an insensitive loss function, and the expression is as follows:

L y f x y f x y f xφ φ φ, ( ,( )( ) = − ( ) − − ( ) − > 0  (14)

The soft boundary method is adopted, and the relaxation factor is introduced. Here, the upper 
and lower relaxation factors are used. Therefore, the optimization problem is obtained:

min
1

2
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Finally, we obtain

f x a a x x b
i

l

i i i( ) = −( )( )+
=∑ 1

* ,  (17)

b y w x a C
i i

= −( )− ∈ ( ), , ,ε 0  (18)
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b y w x a C
i i i

= −( )+ ∈ ( ), , ,ε * 0  (19)

Data are usually mapped to a new space. Then, the inner product of the new vector is subtracted 
to convert the nonlinearly separable data sample into a linearly separable space, avoiding several 
mathematical operations. In short, it performs complex data conversion and then discovers the process 
of separating data according to a specified label or output. Note that the space with the largest feature 
dimension increases the generalization error of the support machine. However, when multiple samples 
exist, the algorithm can perform well.

Currently, the most studied kernel functions include:
Polynomial kernel

K x y x y l
q

,( ) = ⋅( )+



  (20)

A q-order polynomial classifier can be obtained.
Radial Basis Function Kernel

K x x
x x

, exp( )′
′

( ) = −
−

2

22ε
 (21)

Each basis function center corresponds to an SVM, and their output weights are automatically 
determined by the algorithm.

We use u
ij

 to indicate the degree of membership X
i
 of the cluster centers v

i
 and calculate each 

cluster center v
j
:

v
u x

u
j

i

n

ij
m
i

i

n

ij
m

=
=

=

∑
∑

1

1
 (22)

We also calculate the cost function. If the cost function is less than a certain threshold or the 
change of the cost function during two iterations is less than a certain threshold β , then the algorithm 
stops, and the cost function is

J U v v J u d x v
i

c

i i

n

ij
m

i j
, ,..., ,
1 1 1

2( ) = = ( )
= =∑ ∑  (23)

We update membership matrix U, and then return to the step

u d d
it j

c

it it

m
= ( )

=

− −( )
∑ 1

2 1
/

/
 (24)

According to the state of the hidden layer unit, the formula for obtaining the visible layer unit 
in reverse is



Journal of Global Information Management
Volume 30 • Issue 7

10

P v h a W h
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After the fuzzification process, the sample data can be fuzzified to obtain a series of fuzzy 
values. If the influence of non-adjacent data on the fuzzy set is ignored when establishing the fuzzy 
relationship, and only the establishment of the fuzzy relationship corresponding to two data is 
considered, then a large amount of information will be lost, and the prediction result will be inaccurate. 
Therefore, this study establishes the fuzzy corresponding to multiple data relationships.

Application of Data Mining in Stock Forecasting
The prediction model function is mainly to forecast the middle step of the training set sequence 
according to the specified input, which is preset before modeling, and finally output the result. The 
specific steps for establishing the prediction model are as follows:

Step 1. Select the components of the input vector
Step 2. Select a continuous time series and use the specified m value to build a training sample set 

(x, y), i = 1, 2,..., n
Step 3. Choose the type of loss function to determine the type of SVM
Step 4. Select the kernel function and penalty parameters for the conversion of high-dimensional 

feature space and low-dimensional input space.
Step 5. Solve the planning problem according to the type of SVM and use the obtained Lagrangian 

sparseness to establish a prediction model. The model is built.

In this article, the relevant data of the Shanghai Composite Index are selected as the modeling 
data sample. The test period is 20 days, that is, the closing index of the first 20 days is used to predict 
the subsequent closing index. At the beginning of the model training, this article uses the default 
parameters of the SVM model. Then, for model training, the output error results of the default and 
self-selected parameters are compared, as shown in Table 1.

Table 1. Default and optional parameters

Output item Optional parameter Default parameter

Minimum error −92.577 −282.432

Maximum error 90.452 175.973

Average error −3.043 −27.217

Mean absolute error 18.087 −27.217

Standard deviation 29.661 102.07

Linear correlation 0.877 0.771

Number of occurrences 80 80
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SToCK PRICe PReDICTIoN eXPeRIMeNT AND ReSULTS

Stock Price Closing Price and Forecast
The MIDAS and SVM models were used to predict the closing price in SSE (Shanghai Stock Exchange) 
in order to further proved the effectiveness of the method in this paper with regard to stock price 
prediction. The prediction results are compared with the true values to obtain the following prediction 
results, as shown in Table 2.

The fuzzy time series model based on the density peak is used to predict the closing price of 
the Shanghai Stock Exchange Index. To make the prediction result further intuitive, the real value is 
compared with the predicted value. The result is illustrated in Figure 5.

The predicted value of the stock price based on the model is not much different from the true value. 
The fitting effect is good, and all the true values are almost distributed within the 95% confidence 
interval, indicating that the predicted result is close to the true values. The standard residual diagram 
of the prediction results is displayed in Figure 6.

Almost all prediction points fall in the horizontal band-shaped interval from −2 to 2 and present 
a completely random distribution state without any systematic trend, indicating that the model used 
is relatively more predictive of the closing price of the Shanghai Stock Exchange Index.

We use earnings per share, ROC, EPF per share, and NAV per share for adopting stock prices as 
research objects to authenticate the validity of the approach of this research and compare their actual 
data with predicted data. We first conduct statistics on the relevant variable data of the Shanghai 
Stock Exchange Index. The results are shown in Table 3.

To verify the effectiveness of the model, we first make a statistical forecast of earnings per share. 
The results are shown in Figure 7.

From the perspective of the predicted results and actual values, the values between the two 
prediction methods used in this article are close to the official data. From a horizontal comparison, 
the difference between the SVM predicted value and the true value is smaller than that in the MIDAS 
forecast model. Meanwhile, the SVM forecast should be more in line with the actual situation.

For the return on net assets, the actual situation and forecast are shown in Figure 8.

Table 2. Comparison of actual and predicted results

Closing price MIDAS SVM

2019/1/3 2848.5 2862.47 2917.07

2019/1/4 2996.54 2874.13 2845.37

2019/1/5 2899.86 2852.21 3002.31

2019/1/6 2803.73 2840.03 2897.45

2019/1/7 2865.58 2886.78 2902.49

2019/1/8 2779.58 2886.78 2913.41

2019/1/9 2805.47 2789.47 2776.6

2019/1/10 2827.49 2781.19 2813.23

2019/1/11 2827.41 2781.28 2834.46

... ... ... ...

2019/1/23 2868.32 2869.53 2856.62
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Figure 5. Comparison of predicted values

Figure 6. Prediction and standard residual plot
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Table 3. Shanghai Composite Index related variables

Date Opening Highest Lowest Closing price 
of the day Volume Closing price 

the next day

2019/2/3 1867.45 1963.35 1821.36 1962.45 56632170 1906.21

2019/2/4 2028.05 2035.62 2005.07 2006.21 68131300 1883.55

... ... ... ... ... ... ...

2019/2/23 2739.02 2801.44 2723.51 2801.61 84435545 2783.37

Figure 7. Earnings per share forecast

Figure 8. Comparison of return on net assets
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In the forecast of the return on equity, we can see that in the first three days, the forecast accuracy 
of SVM is better than that of the MIDAS model; however, in the middle five days, the forecast accuracy 
of SVM is slightly low. As time passes, the prediction accuracy of SVM also improves.

We make statistics on the provident fund per share and the forecast situation in these statistics. 
The results are presented in Figure 9.

Figure 9 displays that when predicting the provident fund per share, due to insufficient relevant 
data, the two models used in the 10-day forecast are not that good in the forecasting effect. The 
forecast result is relatively close to the median, but a certain gap is observed in the specific number 
of forecast days. This gap may be caused by insufficient relevant data parameters.

We make statistics and forecasts on the net assets per share of the Shanghai Composite Index, 
and the results are shown in Figure 10.

Figure 9. Provident fund per share and forecast

Figure 10. Net assets per share
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For forecasting net assets per share, there are better forecasting results of MIDAS and SVM 
used in this paper. In general, MIDAS has better medium-term to medium-term forecasting results, 
while the prediction accuracy of the SVM model is 10% higher than that of MIDAS. However, with 
respect to support vector machines, the prediction results outperformed those of MIDAS in the early 
and short term. This occurrence is also due to the difference in construction between the two models.

DISCUSSIoN

Stock price prediction has been a question that many investors have been discussing since the 
emergence of the stock market. As a result, two schools of fundamental and technical analyses have 
gradually formed. In the 1980s, data mining technology began to be applied to stock price forecasting, 
and it has gradually become an important tool for domestic and foreign scholars to explore the laws 
of the stock market.

The article selects technical and financial indicators. Given that technical indicators reflect the 
information of the transaction data in terms of trend, momentum, volatility, and transaction volume, 
we do not use the screening method and mainly use more than 20 indicators common in quantitative 
investment work. These indicators are data converted from the original transaction data through 
mathematical formulas. After normalization, these data can be directly used as input vectors for neural 
networks and SVMs. When selecting financial indicators, we first use the random forest method to 
filter important variables, and then filter according to the target company’s own accounting subjects, 
collinearity, and missing data.

When selecting financial indicators, we first obtain all the data of the Shanghai Stock Index and 
use random forest to filter. Random forest does not consider the collinearity among variables when 
selecting variables and only filters on the basis of the importance of the variables. In the empirical 
analysis, the actual accounting subjects and actual meanings of the target company are selected, both 
of which are comprehensive and pertinent.

By drawing on the latest theoretical results regarding classical MIDAS series models, neural 
networks and support vector machines, we present in this paper. For the problem of objective data 
forecasting in stock index forecasting, integrated multidisciplinary research in methodology and 
results, which constructs a data forecasting model, and applies it to the economic forecasting of 
SSE index. Modeling predictions are also made. First, regardless of other factors, based solely on 
market trading performance, MIDAS and SVM methods are used to predict the daily closing price 
of individual stocks in the next month. The prediction results of the two methods are compared with 
the real value, and the prediction of MIDAS is found. MIDAS is found better than SVM. Second, 
multiple linear regression is conducted to predict the average daily closing price of the next month 
after the financial report is disclosed; we find a strong collinearity among financial index data. A 
ridge regression, which can overcome the multicollinearity problem, is also adopted; we observe 
that it is the same as the true value. The residual error is relatively large, and the forecast effect is 
larger than the daily forecast. However, the overall trend is roughly the same. Finally, the weighted 
combination of the two prediction results using the inverse mean square error ratio method is better 
than MIDAS. Therefore, we believe that combining market transaction forecasts with financial index 
forecasts is meaningful.

CoNCLUSIoN

The model constructed in this research can deal with missing data and inconsistencies among 
independent variables, a characteristic that is theoretically innovative. According to the historical 
transaction data of individual stocks and the previous financial report data, the daily closing price 
and the average closing price of the next month are respectively predicted. The former adopts neural 
network and SVM methods, which are suitable for processing a large amount of historical transaction 
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data and have strong self-learning ability. Through comparison, we find that neural network has more 
advantages in short-term prediction than SVM. In terms of forecasting based on financial indicators, 
due to the uncertainty about the length of time, the financial report will affect the stock price; moreover, 
the average daily closing price of the next month after disclosing the financial report is used as the 
response variable. This article also has certain shortcomings. Data mining technology, stock data 
analysis, and data mining applications are involved in this study. However, due to the existence of 
data acquisition, basic theoretical knowledge, technology and model applications, few defects are 
noticed. Moreover, the actual application of correct stock prediction in the field of data mining still 
needs to be further explored and studied.
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