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ABSTRACT

The volume of web search data stored in search engine logs is increasing and has become big search 
log data. The web search log has been the source of data for mining based on web document clustering 
techniques to improve the efficiency and effectiveness of information retrieval. In this paper, deep 
learning model convolution neural network (CNN) is used in big web search log data mining to learn 
the semantic representation of a document. These semantic documents vectors are clustered using 
K-means to group relevant documents for effective web document clustering. Experiment was done 
on the data set of web search query and associated clicked URLs to measure the quality of clusters 
based on document semantic representation using deep learning model CNN. The clusters analysis 
was performed based on WCSS (the sum of squared distances of documents samples to their closest 
cluster center) and decrease in the WCSS in comparison to TF. IDF keyword-based clusters confirm 
the effectiveness of CNN in web search log mining for effective web document clustering.
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1. INTRoDUCTIoN
The volume of web data is increasing rapidly every day and is responsible for the information overload 
problem. (Gantz & Reinsel ,2012)The artificial intelligence techniques have been applied to big 
data to obtain the abstract representation of the knowledge present in data for various applications.
(Adomavicius & Tuzhilin, 2005)

Documents clustering techniques are used for improving the efficiency and effectiveness of 
Information retrieval. Use of partition document clustering for information retrieval improves the 
retrieval efficiency as the document collections are partitioned and queries are matched against 
cluster centroids only. The retrieval efficiency is achieved by reducing the number of query-document 
comparisons for IR, but there is decrease in retrieval effectiveness. Retrieval effectiveness is the 
percentage of relevant documents retrieved (Salton, & Buckley,1988) . Hybrid of optimization 
techniques like ACO as well as trust, Genetic Algorithm and Ontology have been used for effective 
personalized web search. ( Chawla ,2016 ; Chawla, 2018) 

Deep learning models are widely used in big data mining to identify the abstract semantic feature 
from low level input data. The input data vector is passed through successive layers of non linear 



International Journal of Information Retrieval Research
Volume 12 • Issue 1

2

transformation to generate the high level semantic abstraction. These semantic representations of web 
documents and queries are used as effective source of knowledge for fast and effective information 
retrieval. Deep learning technique like convolution neural network has been used effectively to extract 
the semantic representation of web search queries and clicked documents. CNN proves to be effective 
in learning of semantic and patterns from queries, documents, users and items. ( Shen et al., 2014)

In (Xu, He & Li, 2018) convolution neural network is used to learn document as well as query 
semantic feature vector of low dimensionality for search as well as neural collaborative filtering 
models for recommendation. K-means has been simple and efficient for wide variety of data types. 
K-means has low computational requirements and store only documents, cluster membership of the 
documents and the cluster centroids. (DeFreitas, & Bernard, 2015)

In this paper deep learning model convolution neural network(CNN) is used in web query 
session mining to generate the abstract document semantic vector. The resulting semantic vectors 
are further clustered using K-means clustering to reveal search patterns of web users and is evaluated 
for clusters quality.

Experiment is conducted on the data set of web search query sessions for analyzing the 
effectiveness of deep learning model convolution neural network on the quality of cluster of web 
documents. The results of cluster analysis based on WCSS has been compared with TF.DF based 
clusters. The results show that WCSS decreases drastically for clustering using CNN based document 
representation therefore confirms the improvement in clusters quality using CNN based document 
semantic representation.

The organization of paper is as follows section 2 provides a detailed survey of related work, 
section 3 covers basic concepts used in the paper, section 4 provides the details of proposed work, 
section 5 explains the experimental study and in section 6 conclusion of paper is described. 

2. RELATED WoRK
Deep Learning algorithms had been used to model the abstract representation of data from non-linear 
and non-trivial user-item relationship present in available abundant data sources. In document retrieval 
and classification systems, TF.IDF and BM25 were used to represent the document based on word 
count where each word was considered to be independent however individual words were highly 
correlated for inferring the document semantics. (Cheng et al.,2016;Song, Elkahky, & He, 2016)

Deep learning technique CNN had been used to generate the abstract semantic representation of 
document using convolution -max pooling followed by non linear transformation through successive 
hidden layers . The resulting document semantic vector is of reduced dimensionality and thus improve 
the computational efficiency as well as effectiveness of documents retrieval. Deep learning techniques 
had been widely applied in domains like information retrieval, web search, natural language processing, 
question answering, image retrieval and speech recognition. (Bansal, Belanger, & McCallum, 2016; 
Peng et al.,2017 ; LeCun , Bengio , & Hinton, 2015; Li & Lu , 2016; Wu, DuBois, Zheng, & Ester, 
2016)

In (Salakhutdinov, & Hinton, 2009) semantic hashing was used to find documents similar to 
query document. The documents represented as short binary codes were used as memory address. 
During information retrieval the similar documents selected for retrieval were at memory address 
with small hamming distance from memory address of query document. 

In (Ranzato, & Szummer, 2008) deep learning parameters were learnt based on both Labelled and 
Unlabelled data. Google Word2Vec tool had been used for the extraction of semantic representation 
from big data. It used large training input text corpus and generate the word vector as output. In 
(Mikolov, Chen, Corrado, & Dean, 2013) neural network was used for generation of high quality 
semantic word vectors based on training. The training was done using huge datasets of distinct words 
in the vocabulary. 

In (Mikolov, Le, & Sutskever, 2013 ; Okura et al., 2017 ) deep learning-based recommender 
systems were used for generating user models based on user preferences requirements. The performance 
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as well as user satisfaction was enhanced. In (Huang et al., 2013 ;Elkahky, Song, & He, 2015; Xu et 
al., 2016 ) recommender system based on Deep structured semantic model was used for information 
retrieval and generates top-n recommendations. Deep Structured Semantic Model(DSSM) had been 
used for mapping the input vector to semantic vector of low dimensionality and semantic similarity 
was computed based on cosine function.

In (Pang et al.,2017) deep learning architecture was used for relevance based ranking in 
information retrieval. In (Soliman, El-Sayed, & Hassan, 2015) an approach was proposed for clustering 
of search engine results using documents semantics vector based on ontology . The quality of clusters 
was measured using the precision measure that represents the percentage of documents correctly 
classified in clusters to the number of documents. Humans conducted manual clustering of search 
engine results and was used as the reference for evaluating the semantic clustering of search engine 
results using ontology. The experiment results shows an average precision of 90% across clusters of 
web documents for different queries. 

In (Motta et al.,2019) Computational Model based on CNN was used to identify adult mosquitoes 
based on the mosquito images features .In (Alaskar et al.,2019) due to popularity of Convolution 
neural networks in the analysis and identification of medical images. Convolutional neural networks 
was used for automated ulcer detection.. In (Gu,2019) due to often use of CNN in machine learning 
area for its strong and efficient machine learning ability as well as automatic feature extraction. 
Thus CNN model had been applied for security code recognition. In (Dashdorj & Song,2019) deep 
learning algorithms learnt to get optimal combination of feature set and hyperparameter setting for 
classification. In (Ashesh,Pedram & Saba,2020) an effective auto-labeling strategy was proposed for 
measuring the performance of CNN in predicting the clusters . The results confirmed the effectiveness 
of CNN in predicting the clusters. The training of deep CNN shows an accuracy for both identification 
and prediction. The performance of CNNs was also evaluated take into consideration of impact of 
architecture and its hyperparameters.

3. BACKGRoUND

3.1 Architecture of Convolution Neural Network for the Generation 
of Abstract Representation of Document Semantic Vector
Deep learning Convolution neural network model has been widely used in extracting the semantic 
representation of text using sequence of complex non linear transformation applied to input data.

The document content is represented as matrix based on concatenation of its Word2Vec word 
embedding. The clicked documents of web query sessions are processed and represented as a matrix 
where each row represents a pre-trained Word2Vec vectors for each distinct word of vocabulary 
present in document. 

Word embedding mapped the words of document to vector of real numbers of low dimensionality 
based on Natural Language Processing (NLP). Word2Vec has been used as the commonly used Word 
embedding techniques and identifies the context of a word in a document . (Mikolov, Chen, Corrado, 
& Dean, 2013;Pennington, Socher, & Manning, 2014 )

In CNN convolution operation is applied that involves applying the filter W R
c

h k∈ 1 to window of 
h1 words in input X having total T words where each word x R

i
k∈ of size k and a new feature 

map is produced as follows. 

C f W X b R
c

T h1 1 1= × +( ) ∈ − +  (1)

where f is the non linear hyperbolic tangent function and bias vector b RT h∈ − +1 1  
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A given filter is applied to all words in input matrix by sliding the filter of height h1 words 
based on stride size and produced a feature map. The application of multiple filters on input matrix 
generate multiple feature maps and complementary document features are captured at various level 
of abstraction. 

Thus these multiple feature maps are the output of the convolution operation. The output of 
the convolution layer is a variable length feature map that depends on the size of the input word 
sequence. The activation function such as tanh introduced nonlinearities that is required for multi-
layer networks. (Kim, 2014 ) 

The max-pooling operation (Collobert et al., 2011 ) is applied to a feature map and extract a 
maximum value, i.e., ĉ1 = maximum{c1}, as the feature .Thus for each feature map, pooling captured 
the most important feature removing less informative compositions of words and the extracted 
features are fixed length. The function of a pooling layer generates the fixed length feature vector 
by combining maximum value from each feature map and generate the abstract representation of 
all feature maps produced from convolution layer. The fixed length feature vector generated using 
max- pooling layer is fed to fully connected softmax layer that gives the probability distribution over 
labels in the output layer.

3.2 Training of CNN Based on Clickthrough Web Query Session Data 
For The Generation of Semantic Document Concept Vector
The data set of clickthrough data is partitioned to validation and training set. During training of CNN , 
convolution matrix Wc, FNN weights as well as bias were adjusted based on backpropagation through 
stochastic gradient descent for maximizing the probablity of relevant document given search query. 
That is, to reduce the following loss function value .

L log P D Q
Q D

Λ( ) = − ( )+( )
+∏ ,
|  (2)

P D Q
exp R Q D

exp R Q D
D D

+

+

′

( ) =
( )( )
( )( )′∑
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,

γ

γ
 �

 (3)
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where D1+ is the set of clicked web document and D1 is obtained using D1+ and J1 is set of 
random selection of unclicked documents {- D-

j ;j=1..J1} 

yQ and yD are the concept vector of query and document. The  R Q D,( ) is a relevance score 
computed using cosine similarity between query Q and document D vectors. ̂  denotes the parameter 
set of Convolution latent semantic model(CLSM) to learn that include Wc (convolution matrix) and 
FNN weights as well as bias. Thus, the output layer of fully connected layer maps the query/document 
to semantic vector in the lower dimensional vector space.

The region size of filter is varied in range 3 to 5 and it was observed that increasing the region 
size beyond 3 will not improve the performance and do not provide extra context. It is found that 
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with little hyperparameter tuning of CNN on pretrained word vector shows the significant results on 
multiple benchmarks.(Mitra, 2015)

The number of filters are varied in the range of 100 to 600. It is recommended that increasing 
the number of filters in this range will increase the running time and using filters beyond 600 is not 
suggested. It is found that if the best value lies on the border of the range then large values should 
be used.(Bengio, 2012 )

3.3 K-means Clustering of CNN Based Documents Semantic Vector
K-means clustering algorithm is capable of handling large data sets and is simple to use . K-means 
algorithm has been effectively used for clustering document vectors. (Rai & Singh,2010; DeFreitas, 
& Bernard, 2015; Xu & Tian, 2015)

Algorithm: 
K-means: the K-means algorithm is partitional method of unsupervised clustering. The cluster’s 
centres are computed based on the average value of the data vectors in a given cluster.

Input Data: K: the prediction of number of clusters D2: data set of n vectors
Output: A set of K clusters and their centroids: 

1.Select randomly K vectors from D2 as the initial cluster’s centers;
2. Repeat for every x vector in D2
3. Find the cluster whose centroid vector is most similar to the x and then label x with the selected 

cluster.
4. Update the cluster centroids, that is, average of the data objects vector belonging to each cluster;
5. Until there is no change in clusters centroids

4. PRoPoSED METHoD
In this paper method has been proposed using convolution neural network model in clickthrough web 
search query log mining and the document semantic vectors are extracted for effective clustering. 
These document semantic vectors improves the quality of clustering therefore increases the number 
of relevant documents in clusters for effective web information retrieval. The CNN uses convolution 
layer on clicked document matrix in order to capture the complementary as well as multiple features 
of clicked documents at various level of abstraction. CNN has been widely used for feature extraction 
from massive amount of data based on non linear model and the semantics of data is extracted 
which otherwise is not possible with linear models. Multiple filters of different heights are used to 
capture the local features at various level of abstraction followed by maxpooling operation. Max-
pooling operation retain global feature by selecting the highest value from each feature map. This 
global feature vector is fed to non-linear FNN and the semantic vector of reduced dimensionality 
is generated. These document concept vectors are clustered to improve the quality of clustering for 
effective information retrieval. Thus improvement in the quality of clusters therefore increases the 
number of relevant documents in clusters for effective web information retrieval.

The data set of web search query sessions consists of search query and its clicked URLs. It is 
assumed that clicked document is atleast partially relevant to search query. The query/document word 
vector is mapped to matrix using Word2Vec embedding. The document matrix is input to convolution 
layer which applies multiple filters of a given region size and capture features of documents at various 
level of abstraction. These resulting multiple feature map of varying length is used by maxpooling 
operation to generate the fixed length vector. This fixed length vector is input to non linear hidden 
layer in FNN and generate the semantic vector at the output layer.

The optimization of semantic concept vector is done at the output layer based on maximizing 
the likelihood of relevant document given the user search query. The K-means clustering of these 
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document concept vector generated using CNN improve the quality of clusters. Since the paper is 
focused on analyzing the cluster quality based on document content representation due to this reason 
comparison is done using content representation TF.IDF versus CNN based semantic vector. Since the 
clustering algorithm is not the focus of comparison therefore K-means algorithm is used for clustering 
because it is simple and efficient for wide variety of data types. K-means has been used because of low 
computational requirements and has low memory requirements. These clusters of document concept 
vectors group relevant clicked documents in a given domain for effective Information Retrieval.

The Stepwise Execution of the Proposed Method Is Given Below

1. Data set of click through log containing search query and clicked URLs is preprocessed where 
each clicked document/query is represented using TF.IDF representation.

2. The bag of word representation of document is mapped to matrix using Word2Vec model.
3. The document matrix is applied as input to CNN convolution layer that uses multiple filters of a 

given region size to capture the document features at various level of abstraction.
4. For every application of filter, the variable length feature map is generated.
5. Maxpooling operation extracts maximum feature value from each feature map and the global 

abstract fixed length feature vector is generated .
6. This fixed length feature vector is fed to fully connected neural network and undergoes non linear 

transformation to generate semantic vector.
7. The semantic concept vector of documents is optimized during training of CNN using 

backppropagation based on maximizing the likelihood of relevant document given search query.
8. The resulting documents concept vectors are clustered to group documents based on semantics. 
9. The cluster analysis based on WCSS is done to access the quality of clusters of web documents 

for effective web information retrieval.

5. EXPERIMENT
The data set of web search query sessions containing search query and clicked URLs was collected 
through the GUI interface developed as shown in Fig 1. The user search query issued for web search 
to GUI interface retrieves the search results shown with check boxes. The user’s response given 
through check boxes were stored as search query session. The clickthrough data containing search 
query and its clicked URLs was preprocessed using TF.IDF vector model. The document keyword 
vector was represented as word matrix using Word2Vec embedding for each distinct word present 
in the document.

The data set was collected for the duration of 3 months from November 2019 to January 2020 for 
training the CNN models for the extraction of document concept vector. There were 15,392 queries 
session collected for training the model and 10,000 queries sessions were collected as validation 
data set for optimization of hyperparameters of trained model. Thus on an average search query is 
associated with 25 clicked URLs. 

During training of CNN model, the convolution matrix Wc , weights as well as bias were learnt 
using backpropagation stochastic gradient descent based on maximizing the probability of relevant 
document given the search query. The trained model was run on validation data set for the optimization 
of hyper-parameters such as number of filters, filter region size ,activation function and maxpooling 
strategy. The snapshot execution of CNN in tensorflow for generation of document concept vector 
is shown in Fig 2.

The optimal results of model were obtained for following values of hyperparameters filter region 
size =3, number of filters =300, tanh activation function and maxpooling for extracting global feature. 
The learning rate of FNN was set to 0.0001. The clicked URLs were mapped to abstract semantic 
document vector using trained CNN. Table 1 shows the CNN parameters and optimal values selected 
during training.
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K-means clustering was used for clustering clicked document concept vector generated using 
CNN/TF.IDF. WCSS is good measure of cluster quality based on sum of squared distances of samples 
to their closest cluster center as given in eq(5). 

Figure 1. Shows the GUI interface where the user’s clicks to search results are captured using checkboxes.

Figure 2. Shows the execution of CNN in tensorflow for the generation of document concept vector.
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K is the number of clusters , i1 is the index of data point belonging to clusterC
k

 ( k K∈ 1.. p is 

the length of each data point vector v j p
i j1 1
1 1∈ .. ) assigned to clusters. v

kj1
( j p1 1∈ .. ) is the 

centroid vector of cluster C
k

Low value of WCSS for a particular value of K implies low 
dissimilarity of data points within clusters therefore indicates high quality of clusters in 

comparison to clusters having high value of WCSS.  

WCSS is the output of K-Means clustering class of sklearn.cluster module in python. WCSS was 
computed in reference to clusters of document vectors using (CNN/TF.IDF) obtained using K-Means. 
Table 2 shows the WCSS values for different values of K for both TF.IDF/CNN based clusters of web 
documents. Fig 3 as well as Fig 4. display the graph showing the WCSS (measure of clusters quality) 
for different value of K using CNN based semantic / Simple TF.IDF based web document clusters. The 
x shows the number of clusters K that varies from 1 to 4. The y axis shows WCSS that is measure of 
dissimilarity of data points from within clusters to their respective cluster centers for different value of x. 

Fig 4. shows that for CNN based document semantic vector, the WCSS decreases more rapidly in 
comparison to TF.DF document vector. The low value of WCSS signifies that within cluster dissimilarity 
of data points to their cluster centers decreases therefore it confirms that CNN extract the web document 
vector close to its semantics therefore effective document clustering using CNN based document semantic 
vector representation. Using elbow method (use elbow of the curve to choose the optimal number of 
clusters) K=3 is selected in CNN based Clustering .Thus CNN proves to be effective in generating the 
semantic representation of document vectors in comparison to TF.IDF vector and hence improves the 
quality of clusters. These clusters can be further used for information retrieval during web search.

Table 1 CNN configuration showing the parameters and their optimal values selected during training.

Parameter Values

Filter size(h1)  
{1,3,5,7} 
Optimal value =3

Number of filters  
{100,200,300} 
Optimal value=300

Activation function Tanh

Pooling Maxpooling

Dimension of convolution and maxpooling layer 300

Stride size 1

Number of input neuron in FNN 300

Number of hidden layer 1

Number of neurons in output layer of FNN 128

Learning parameters Convolution matrix Wc and weight matrix Ws (weights and 
biases) of fully connected layer

FNN learning method Backpropagation through stochastic gradient descent.
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Table 2 Shows the WCSS values for different values of K for both TF.IDF/CNN based clusters of web documents.

Number clusters (K) Web content (TF.IDF/CNN ) based Document Clustering 

  WCSS Values(sum of squared distances of samples to their closest cluster 
center)

  TF.IDF based Simple Clustering CNN based Clustering

K=1 6.43 2.66e-05

K=2 4.61 1.87e-05

K=3 3.41 1.16e-05

K=4 2.33 7.64e-06

Figure 3 Shows the clusters quality measured using WCSS versus number of clusters using TF.IDF based Simple Clustering.

Figure 4. Shows the clusters quality measured using WCSS versus number of clusters using CNN based Semantic clustering.
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The decrease in WCSS value is more in CNN based clustering than TF.IDF based web document 
clustering this shows the improvement in clusters quality through the use of CNN in web user search 
data mining and hence more and more relevant documents are grouped in clusters for effective 
information retrieval. Thus CNN extract the document semantic vector at abstract level, thus these 
compact document representations learnt are efficient as they require fewer computations and also less 
storage capacity. The quality of clusters was measured using the precision. Precision is the measure 
of percentage of documents correctly classified in clusters to the number of documents. The average 
precision of clusters based on TF.IDF/CNN based document representation was computed based 
on the average precision of recommended search results using clusters of web documents with 25 
search queries in selected domain using eq 6,7,8 and also shown in Table 3. Thus the cluster quality 
was accessed was based on users clicks to recommendation of clicked documents of clusters using 
GUI interface as shown in Fig 1. The user clicks to search results measures the fraction of cluster 
documents that are relevant and correctly classified to cluster . The average precision of all clusters 
based on recommended web documents ( TF.IDF/CNN based clusters) using eq 9 access the overall 
quality of clusters.

Assuming majority of users does not search beyond the first web page containing 10 search 
results therefore average precision @ 10 is computed that measure the precision of recommended 
10 search results thus giving weightage to top ranked relevant documents. 

Precision
number of relevant documents

number of retrieved docume
=

nnts
 (6)

Precision of cluster
number ofr elevant documents present clust

i
=

∈ eer

total number of documents present cluster
i

∈
 

number of clicked recommended documents of cluster

total number of
i

rrecommeded documents of cluster
i

                                                                  (7)  

Average precision of cluster
Precision of cluster

i

t Q

Q

i
= =∑ 1

25

25
 (8) 

Average precision of Clustering solution K
Average prec

i=( ) = =∑3 1

3
iisionof cluster

i

3
 (9)

The average precision of clusters of web documents semantic vector based on CNN was computed 
as shown in Table 3 based on eq(6)(7)(8)(9) and found to be 93% hence shows improvement in cluster 
quality in comparison to shown in (Soliman, El-Sayed, & Hassan, 2015) for semantic clustering based 
on ontology Thus high value of average precision of clusters based on recommended search results 
using CNN based clusters confirms that CNN effectively capture the semantic of web documents 
using abstract representation with reduced dimensionality therefore improving the effectiveness of 
clustering algorithm in grouping relevant documents for information retrieval. 
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Table 3 Shows the average precision of recommended search results using TF.IDF/CNN based clusters of web documents in 
three domains Academics, Sports and Entertainment.

Search queries 
used for 
Information 
Retrieval based 
on clusters 

 
Average Precision@10 based on recommended search results using TF.IDF /CNN based 
clusters of web documents.(K=3)

  TF.IDF Simple Clustering CNN based Semantic Clustering

  Academics Sports Entertainment Academics Sports Entertainment

Q1 0.29 0.49 0.63 0.94 0.96 0.97

Q2 0.49 0.73 0.74 0.89 0.94 0.94

Q3 0.63 0.73 0.73 0.89 0.89 0.96

Q4 0.74 0.63 0.74 0.94 0.94 0.93

Q5 0.74 0.74 0.73 0.89 0.96 0.94

Q6 0.73 0.74 0.63 0.89 0.94 0.96

Q7 0.63 0.49 0.63 0.94 0.96 0.94

Q8 0.62 0.74 0.74 0.89 0.94 0.94

Q9 0.48 0.63 0.49 0.94 0.94 0.88

Q10 0.49 0.74 0.64 0.89 0.88 0.89

Q11 0.29 0.29 0.49 0.94 0.96 0.96

Q12 0.49 0.74 0.73 0.89 0.94 0.96

Q13 0.49 0.74 0.64 0.94 0.94 0.94

Q14 0.74 0.73 0.74 0.89 0.94 0.89

Q15 0.74 0.74 0.64 0.97 0.89 0.94

Q16 0.63 0.63 0.49 0.89 0.94 0.94

Q17 0.29 0.64 0.49 0.97 0.94 0.89

 
Q18 0.29 0.64 0.64 0.89 0.94 0.97

Q19 0.74 0.73 0.74 0.94 0.88 0.94

Q20 0.49 0.74 0.49 0.89 0.88 0.96

Q21 0.48 0.73 0.64 0.97 0.94 0.94

Q22 0.62 0.64 0.74 0.89 0.89 0.96

Q23 0.73 0.74 0.64 0.97 0.94 0.94

Q24 0.63 0.49 0.49 0.89 0.94 0.96

Q25 0.64 0.74 0.74 0.97 0.94 0.96

Average 
precision 0.56 0.65 0.64 0.92

0.93 0.94

Average 
precision of 
clusters

0.62 0.93
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6. CoNCLUSIoN
In this paper CNN is applied in web query session log mining for generating the abstract semantic 
representation of document vectors for clustering relevant documents for effective web information 
retrieval. The document matrix representation was input to convolution as well as maxpooling 
layer and the fixed length feature vector was generated. This fixed length feature vector was passed 
to fully connected layer which undergoes non linear transformation at various layer and the high 
level semantic document vector was generated. These document semantic vector were clustered 
using K-means algorithm for grouping relevant documents in clusters. Experiment was performed 
to assess the quality of clusters using CNN based web document concept vectors. The decrease in 
WCSS value confirms the success of CNN in capturing the semantics of document /query vector at 
abstract level using context of words in document/query vector in comparison to manually design 
features(TF.IDF) for clustering relevant documents. Furthermore the results of the average precision 
of clusters of web documents based on recommendation of web documents of clusters confirms the 
high precision of recommended search results using CNN based web document clusters. Therefore 
CNN based web document clustering groups relevant web pages together that can be further used 
for effective information retrieval.
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