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ABSTRACT

Massive open on-line courses (MOOCs) are effective and flexible resources to educate, train, and 
empower populations. Peer assessment (PA) provides a powerful pedagogical strategy to support 
educational activities and foster learners’ success, also where a huge number of learners is involved. 
Item response theory (IRT) can model students’ features, such as the skill to accomplish a task, and 
the capability to mark tasks. In this paper the authors investigate the applicability of IRT models to 
PA, in the learning environments of MOOCs. The main goal is to evaluate the relationships between 
some students’ IRT parameters (ability, strictness) and some PA parameters (number of graders per 
task, and rating scale). The authors use a data-set simulating a large class (1,000 peers), built by a 
Gaussian distribution of the students’ skill, to accomplish a task. The IRT analysis of the PA data 
allow to say that the best estimate for peers’ ability is when 15 raters per task are used, with a [1,10] 
rating scale.

KEywORDS
Grading Scale, Gaussian distribution, Item Response Theory, Latent Ability, Peer Assessment, Pearson 
Correlation, Rating Peers, Simulation, Strictness

INTRODUCTION

E-learning technologies have been evolving and expanding at high rates, so Massive Open Online 
Courses (MOOCs) and Open Educational Resources (OERs) are being rapidly integrated into 
educational processes by organizations and institutions around the world (West-Pavlov, 2018). The 
Internet, and in general, digital access to information, has been recognized as the main tool supporting 
development (Gillwald et al., 2019): that is why several efforts are made, also by international agencies, 
to promote the availability of network connections in developing countries (Siles, 2020). Suppose 
the availability and spread of numerous education/training opportunities could help surmount the 
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abovementioned barrier. In that case, Technology Enhanced Learning (TEL), and Networked Learning 
in particular, reveal themselves as significant for development beyond their intrinsic educational and 
pedagogical advantages. Networked education is gaining further confirmation in the current turn 
of time, while an infectious disease has been spreading and keeps reappearing, forcing long-lasting 
modifications in the protocols of the worldwide educational systems. Students, and people in general, 
have to minimize contacts (in presence), and of course, teaching and learning activities have to go 
on. MOOCs and Open Education are effective and flexible resources to educate, train, and empower 
populations previously denied actual access to education or online education. MOOCs have been 
developing for several years to provide learning content for a huge worldwide audience (de Freitas 
et al., 2015). However, it is still quite frequent that one can enroll in a MOOC and attend the lectures 
free of charge. On the other hand, easy and inexpensive enrollment is one of the factors significantly 
producing MOOC dropout rates, together with difficulties in maintaining motivation and engagement.

With respect to motivation and engagement, MOOCs have the same problems as other typologies 
of distance learning, just made more severe by the extended number of learners. A strong didactic 
strategy involving the extensive use of assessment, particularly formative assessment (Bloom et al., 
1971), can be (part of) a solution to such problems. In contrast, the assessment option for MOOCs 
is known to be limited (Admiraal et al., 2015).

In particular, peer assessment (PA) is available as a powerful strategy to support educational 
activities and foster learners’ success (also when a huge number of learners is implied) (Alcarria et 
al., 2018). By PA, learners can be exposed to different cognitive experiences: on the one hand, they 
are requested to perform a task (e.g., answering an open-ended question); on the other hand, they 
are requested to assess other learners’ works, being then involved in cognitive activities of a higher 
level than just answering (Bloom, 1956).

Moreover, a significant aspect of PA is that it can be delivered at a distance. PA has been already 
introduced in MOOCs as a learning strategy (Sun et al., 2015). However, the reliability of the 
assessments, and in general, the applicability of this strategy, are still under discussion by scholars 
(Alcarria et al., 2018). In practice, there is a question of reliability about the final grade computed 
by the PA framework if it is based exclusively on peers’ marking work. Furthermore, it concerns 
the reliability of students’ grading ability, which is clearly, if not completely, dependent on peers’ 
proficiency in the subject matter of the task to grade. So, studying new PA models suitable to be 
applied to a MOOC and enhancing the MOOC learning setting is a worthwhile research activity. In 
particular, one of the directions is how to have a PA system able first to manage, in a computationally 
feasible way, the big amount of data coming from a PA session in a MOOC. Second, to use such 
data to maintain reliable student models to use them for automated grading of the tasks/artifacts 
produced by the learners. Having the above in mind and aiming to study the best configuration of a 
PA system operating in a MOOC, in this paper, we consider the integration in the PA model of the 
well-established formal methods described in the item response theory (IRT).

IRT (Baker & Kim, 2004; Lord, 1980) can address the reliability of peer grading using several 
mathematical models, which provide an Item Response Function (IRF) expressing the probability 
of a correct response to a given test item. IRF is computed according to the participant’s estimated 
Proficiency and the item’s characteristics, such as Difficulty and Discrimination. Recently, IRT models 
that consider characteristics of raters, such as Strictness and Consistency, and the item characteristics, 
have also been proposed and applied to PA.

In general, and in particular, when a large number of students (peers) are involved, the use of PA 
could be overwhelmingly challenging if certain parameters of the PA were not carefully chosen. Among 
such parameters, are the number of raters (the number of peers requested to mark each peer’s task) 
and the rating scale used for the marks. These parameters could represent important factors for the 
formative effect of PA on the individual student and the accuracy of the assessments given by the peer.

The higher the number of raters assigned to the same task, the higher the assessing work for 
each peer. In practice, such work could be between very light (being less formative) and very heavy 
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(being hardly bearable and, again, less formative). Also, using different rating scales could involve 
each peer in different levels of complexity during the marking work. For instance, giving a mark 
between 1 and 10 could be less demanding than giving a mark between 1 and 100.

So, in this paper, we investigate the applicability of some IRT models to PA in a MOOC setting. 
In particular, we investigate how two IRT parameters, the student’s Ability and Strictness, can be 
related to two significant aspects of a PA process (and we call them “parameters” as well), the 
number of graders (ng) assigned to peer-evaluate each individual peer-task and the rating scales 
(rss) used to express the evaluation on a task. In short, Ability is the student’s capability to perform 
well the assigned task (e.g., to answer correctly to an item), while Strictness is the peer’s tendency 
to give consistently lower ratings than the correct ones to the peer-evaluated tasks. In particular, we 
investigate the following research questions (RQs):

RQ1: Does a correlation exist, and to what extent, between the IRT variable Ability and the two 
parameters ngs and rss?

RQ2: Does a correlation exist, and to what extent, between the IRT variable Strictness and the two 
parameters ngs and rss?

RQ3: Is it possible, via IRT, to estimate the best settings for the abovementioned PA parameters in 
order to enhance the effectiveness of PA in a MOOC environment?

The paper is structured as follows. The next section shows related works about IRT, MOOCs, 
and PA. Section 3 (Method) illustrates the method used to combine IRT, PA, and MOOCs in a unique 
experimental setting. Section 4 (Results) presents the experimental results, and Section 5 (Discussion) 
discusses the experimental results and some limitations of the study are listed and discussed. Finally, 
the last section (Conclusions) draws some final remarks and conclusions.

BACKGROUND

PA (Kane & Lawler, 1978; Sadler & Good, 2006) is a well-established learning, assessing, and 
self-assessing method. It is used in several educational settings and supports the development of 
knowledge (Li et al., 2010) and meta-cognitive skills in learners (Metcalfe & Shimamura, 1994; 
Anderson & Krathwhol, 2000). For instance, Tenorio et al. (2016) proposed an extended literature 
survey concluded that using PA helps improve learners’ proficiency in a subject matter.

PA has also been studied in a MOOC environment. Admiraal et al. (2015) proposed an experiment 
about using self-assessment and peer-assessment in two MOOCs, concluding that PA (and, to some 
extent, self-assessment) can be an effective tool to implement formative assessment practices in a 
large-scale environment.

Formanek et al. (2017) report on some experiences involving about 1,000 participants, concluding 
that the amount of personal participation in the PA protocol is a good predictor for the individual 
learner’s capability and success in the course. In contrast, the grades given to peers by other peers 
did show a problem of reliability.

Also, Meek et al. (2017) show similar results while describing an experiment of the application 
of PA in a medical education setting, also providing some interesting further data about the mixed 
welcome offered to PA by students.

However, to our knowledge, few works address the application of IRT to the PA didactic strategy 
in a MOOC context. On the one hand, some studies deal with the use of IRT to estimate the grading 
capability of peers in PA. On the other hand, there are some proposals related to using IRT to model 
students in MOOCs. We think that our proposal can be significant in bridging the gap between such 
separated research niches.

Giora et al. (2016) use IRT to identify cheaters in MOOCs. They address the academic dishonesty 
problem. They developed a general detection method not tailored to a specific form of cheating but 
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rather based on measuring some aspects of behavior that could be associated with or affected by 
cheating. The aspects taken into consideration include the amount of interaction with the course 
resources, the time to answer, the student’s ability to answer, two person-fit parameters obtained from 
IRT-Guttman error, and the standard error of ability estimates.

Uto & Ueno (2016) address the problem of grading reliability in a PA environment, which 
mainly depends on the rater’s characteristics. For this reason, some IRT models that incorporate rater 
parameters have been proposed to improve grading reliability by accurately estimating some IRT 
parameters. A hierarchical Bayes model is used for the proposed model to learn some hyperparameters 
from data. We show the effectiveness of their approach through a set of experiments with real and 
simulated data.

Uto et al. (2020) propose a new group formation method to maximize PA accuracy using IRT 
and integer programming. This study proposes an external rater assignment method that assigns a few 
optimal outside-group raters to each learner after forming groups. We demonstrate that the proposed 
external rater assignment can substantially improve PA accuracy.

Sterbini & Temperini (2013) presented a system supporting the application of PA able to trace 
the evolution of students’ models during a PA session and to infer grades for the student’s answers/
tasks. A Bayesian network stores the information from the PA session (grades given, grades taken, 
and available teacher’s grades). A student model is used to infer the grade the corresponding student 
should receive for her/his task and weigh the grades the student gave other peers during a PA session. 
Such a system can collect some teachers’ grades for a subset of the students’ answers/tasks and infer 
the rest based on the (direct and indirect) influence such teachers’ grades have on the whole PA 
learning process.

De Marsico et al. (2017) present a similar framework based on a different machine learning 
approach, that is, K-nearest neighbor.

Another aspect of interest in the study we are currently presenting is related to certain PA 
parameters on which the performance of a PA process may depend. The main parameter is usually 
the number of peers assigned/expected to (peer-)evaluate a given task and the composition of the 
grading scale (i.e., the different marks system used by the peers to grade a task).

Regarding the former parameter (number of peers), Cho & MacArthur (2010) conclude that 
more numerous feedback can help a learner reason about the weaknesses of their artifacts from 
different viewpoints and to produce a more complex revision. However, to our knowledge, no study 
has determined the best number of peer assessments that should be requested during PA in a MOOC 
environment.

Regarding the second parameter, different scale compositions have often been proposed 
concerning the scoring criteria (instructions for peers about assigning a score to an artifact) in the 
PA system. In general, using many scoring criteria and scales that are too extended are considered 
detrimental for the peers’ scoring performance. These can be confusing and cause peers to use only 
a part (usually the lowest and the highest) of the scoring intervals (Miller, 2003).

Nakayama et al. (2020a) examined the feasibility of estimating individual performance for a 
simulated data set representing a MOOC environment where 1,000 students are supposed to perform 
a PA session where each peer assesses three other peers’ work. For each student, the modeling traits 
Ability, Consistency, and Strictness are evaluated using the Generalized Many-Facet Rasch Model 
(GMFRM) (Uto & Ueno, 2018, 2020), and the validity of such calculation is confirmed. This work 
did not take into account any analysis of the previously mentioned PA parameters (number of graders 
and grading scales) and provides evidence of the possibility to predict learning performance in the 
large-scale learning conditions of a MOOC.

Nakayama et al. (2020b) apply IRT to PA in MOOCs with the main goal of estimating the ability 
of learners by using IRT. In this work, a MOOC composed of 1,000 students is used. The data set is 
randomly generated using a Gaussian distribution, while several groups of PA sessions are simulated 
using the Markov Chain Monte Carlo (MCMC) method. The appropriate number of peers is discussed 
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using several experiments using different groups of raters, such as 3, 5, 9, 15, 30, and 50, using a 
10-point grading scale. In this paper, we are deepening the abovementioned investigations using a 
larger set of possible grading scales ([1, 3]; [1, 5]; [1, 7]; [1, 10]), where smaller scales are taken into 
consideration besides the 10-point scale.

Besides the abovementioned initial works on integrating IRT in PA, there are several studies 
defining statistical models based on the Bayesian framework to identify and correct rater biases in 
PA environments (Bradley, 2019; Goldin & Ashley, 2011; Mi & Yeung, 2015; Piech et al., 2013). 
These models have been applied to PA data sets provided by a programming course (Bradley, 2019), 
a MOOC course in human-computer interaction offered by Stanford University (Piech et al., 2013), 
and another from a MOOC course in science, technology, and society in China offered by Hong 
Kong University (Mi & Yeung, 2015). The core idea of these models is to parameterize students’ 
traits, including Ability, Consistency, and Strictness, and estimate them using a PA data set. Unlike 
these approaches, our study focused on the IRT-based approach because IRT is a traditional and 
sophisticated theory that has long been used in educational and psychometric measurement fields.

OUR STUDy METHOD

In this section, we describe the following:

1.  The method we adopted to generate the simulated MOOC and the related PA session. Note that 
all data analysis was based on simulated data sets generated using the K-OpenAnswer system 
(Sciarrone & Temperini, 2020). No real experimentation was conducted to gather data.

2.  The IRT setting using the GMFRM.
3.  The IRT parameters estimation using the GMFRM over the PA samples. The goal was to study 

how to evaluate the effectiveness of the PA technique used concerning features such as the number 
of peers requested to grade a given task and the grading scale used.

The Peer Assessment Samples
The web platform K-OpenAnswer carries out What-if analyses (Arsham & Kahn, 1990) on simulated 
MOOCs based on PA as the didactic strategy. The K-OpenAnswer system can generate several PA-
simulated sessions. The K-OpenAnswer system (Sciarrone & Temperini, 2020) was used to produce 
all data. In order to generate a MOOC together with a PA session, the user has to input the following 
parameters:

• The total number N  of students belonging to the simulated MOOC: This number can be 
very large (up to many thousands) depending on the client computer RAM capability (it is a 
JavaScript application). In our study, we simulated a MOOC composed of N = 1 000,  students.

• The number GP  of grading peers: In a PA session, it represents the number of peers assigned 
to grade a task for the assessment. This number is the same for each task to be assessed.

• The grading scale GS : This parameter is the range of the grading scale that peers can use to 
express their assessment in a PA session. For instance, a rating scale is GS = …



1 2 10, , , . The 

GS  variable is a continuous and real variable.
• The statistical parameters: The K-OpenAnswer user is required to set the following parameters 

to characterize the properties they want the statistical distribution data set to be built on:
 ◦ The type of statistical distribution of the marks assigned by peers can be either Gaussian 

or uniform: In the Gaussian case, the user has to enter the mean m  and the variance s  of 
the distribution.

 ◦ The peers selection procedure: In a PA session, once the students have accomplished the 
tasks, each task is assigned to a set of m GP=  peers, who will perform the peer assessment 
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on that task. The selection of such peers must be conducted systematically and consistently, 
taking into account each task. In the K-OpenAnswer system, either a circular or a random 
selection modality can be chosen by the user. In the former modality, the N  students are 
indexed from 1  to N , and for the i th-  student’s task, the next m  students are selected.1

Table 1 shows the Gaussian parameters of all data sets, together with the GP  and GS  variables. 
Figure 1 shows the peers’ distribution of one of the samples generated by the K-OpenAnswer system. 
As for the Gaussian data generation algorithm, the Box-Muller transform method was used (Box & 
Muller, 1958).

As shown in Table 1, 24  data sets were built. Each one comprised of the peers’ assessments 
according to each combination of GS  and GP  parameters. On these data sets, the GPFRM parameter 
estimation procedure was applied, as shown in the next section.

IRT Setting
The IRT models define the probability of an examinee to correctly respond to a test item as a function 
of their Ability level and of some other item parameters, which vary according to the model taken 
into consideration.

Consequently, the mark an examinee obtains for a given test item depends on the ability level and 
the characteristics of the item itself (and on the IRT model used), which determines which parameters 
of the items are to be included. IRT has traditionally been applied to test items for which responses 
can be scored as correct or incorrect. However, in recent years, there have been several attempts to 
apply many-facet polytomous IRT models (Eckes & Jin, 2021; Jin & Wang, 2018; Linacre, 1989; 
Shin et al., 2019; Uto & Ueno, 2018, 2020; Wilson & Hoskens, 2001) to performance assessments, 
including PA applied to open answer tasks (Chan et al., 2017; Hua & Wind, 2019; Jin & Wang, 

Table 1. The statistics of the data sets produced by the K-OpenAnswer System that we used for the experimentation

Data set Grading scale # Grading peers μ σ2

1–6 [1, 3] 3, 5, 9, 15, 30, 50 1.5 0.2

7–12 [1, 5] 3, 5, 9, 15, 30, 50 2.5 0.9

13–18 [1, 7] 3, 5, 9, 15, 30, 50 4 1.2

19–24 [1, 10] 3, 5, 9, 15, 30, 50 5.5 1.63

Figure 1. The data set (grades) produced by the K-OpenAnswer system (Note: N = 1 000,  students, GP = 5 , and the 
Gaussian distribution m = 5 5.  and s = 1 63. )
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2017; Kaliski et al., 2013; Tavakol & Pinner, 2019; Uto & Ueno, 2016; Uto et al., 2020). This is the 
case of our investigation, where a PA session is based on (simulated) students who accomplish a 
task based on an open answer assignment. So, some typical rater characteristics of the IRT models 
to take into account are:

• Strictness: The tendency to consistently give low ratings.
• Consistency: The extent to which the rater does not grade similar performances differently.
• Range restriction: The tendency to overuse a limited number of rating categories. Special 

cases of range restrictions are: (i) the central tendency, namely, a tendency to overuse the central 
categories, and (ii) the extreme response tendency, a tendency to prefer endpoints of the response 
scale (Elliot et al., 2009).

Representative tasks or item characteristics to take into account are:

• Difficulty: More difficult tasks tend to receive lower ratings.
• Discrimination: The extent to which different level task assessment corresponds to the different 

outcome quality of the tasks.

The GMFRM has been proposed as one of the latest IRT models that can estimate the peer’s 
abilities while considering the abovementioned rater and item characteristics (Uto & Ueno, 2019, 
2020). This model provides the probability P

ijrk
 that a peer’s rater r  assigns the grade k  to participant 

j ’s performance for item (or performance task) i , that is:

P
ijrk

m

k

r i j i r rm

l

k

m

l

r i j

=
− − −( )





−

=

= =

∑
∑ ∑

exp

exp

1

1 1

α α θ β β β

α α θ ββ β β
i r rm
− −( )





 (1)

where q
j
 is the latent ability of participant j , a

r
 reflects the consistency of rater r , a

i
 is a 

discrimination parameter for item i , b
i
 is the difficulty of item i , b

r
 is the strictness of rater r , 

and b
rm

 is a step difficulty parameter denoting the difficulty of transition between scores m -1  and 

m  in the rater r . Here, 
i

i∏ =a 1 , 
i

i∑ =b 0 , b
r1

0= , and 
k

K

rk
=
∑ =
2

0b  are given for model 

identification. In the case where the number of items is one, that is our case, a
i
 and b

i
 can be ignored 

because the model identification constraints restrict the values of a
i= =
1

1  and b
i= =
1
0 , so obtaining 

for our study:

P
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 (2)

To explain how the GP  parameters in the IRT model reflect the three abovementioned typical 
rater characteristics, Figure 2 shows several curves of the Item Category Response Function (ICRF) 
of the GMFRM, which are drawn by plotting the probability P

jrk
 concerning four raters having 
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different parameters. In the figure, the x -axis reports the latent score q
j
, while the y -axis shows 

the probability P
jrk

: in summary, participants with higher ability q
j
 tend to obtain higher scores.

In the GMFRM, rater consistency is represented by a
r

, with lower values indicating smaller 
differences in response probabilities between score categories. This can be confirmed by comparing 
the ICRF on the top-left and the top-right in Figure 2, which are drawn using different a

r
 values. 

These figures suggest that the marks given by a peer with a lower consistency parameter will be 
unreliable because the peer tends to assign different scores to participants with similar ability levels.

The GMFRM represents the severity of each rater through the b
r
 parameter. The ICRF shifts 

to the right as this parameter increases, indicating that raters with high b
r
 values tend to consistently 

assign low scores. In Figure 2, we can confirm that the ICRF on the bottom-right, which is drawn 
using a high b

r
 value, shifts to the right overall.

Figure 2. Curves of item category response function (ICRF) for four raters with different rater parameters
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Moreover, the GMFRM reflects the range restriction characteristic as b
rm

. The closer b
r m+( )1  

and b
rm

 are, the lower the overall probability of responding with score category m . Conversely, the 
higher the difference b b

r m rm+( ) −1  becomes, the higher the response probability for score category 

m . In Figure 2, the ICRF on the bottom-right has been drawn using some b
rm

 values in which 
b b
r r3 2
-  and d d

r r4 3
-  are small and b b

r r5 4
-  is large. Thus, in the ICRF, response probabilities 

for scores 2 and 3 decrease, whereas those for score 4 increase, representing a range restriction 
characteristic with the overuse of score 4, while avoiding scores 2 and 3.

The GMFRM can estimate these rater parameters with ability values q
j
 from a collection of PA 

samples. Thus, the GMFRM helps us to investigate rater characteristics in PA environments and to 
accurately measure participants’ abilities while removing the influence of those effects.

IRT Parameter Estimation
The IRT model parameters are determined as the Expected A Posteriori (EAP) estimation model, 
where a form of Bayesian estimation, such as the MCMC, is generally used (Fox, 2010; Uto, 2019). 
In particular, we used the Metropolis-Hastings-within-Gibbs sampling algorithm as the MCMC 
algorithm for IRT models (Patz & Junker, 1999). Moreover, in recent years, the No-U-Turn (NUT) 
sampler, an extension of the Hamiltonian Monte Carlo (HMC) that eliminates hand-tuned parameters, 
has been proposed (Hoffman & Gelman, 2014). Consequently, because the Stan software2 package 
implements a NUT-based HMC easy, this algorithm has recently been used for parameter estimations 
in various statistical models, including IRT models (Jiang & Carter, 2019; Luo & Jiao, 2018). For 
the aforesaid reasons, we used a NUT-based MCMC algorithm to estimate the model parameters.

We calculated the EAP estimates as the average of the parameter samples obtained from 2,000 
to 3,000 periods of three independent MCMC chains. Furthermore, the standard Gaussian distribution 
was used as the prior distributions. Finally, the MCMC was run using a 2.5 GHz 14 core processor 
(Intel Xeon W). The convergence was confirmed using the Gelman-Rubin statistics R̂  (Gelman & 
Rubin, 1992), which was less than 1.1 for all parameters, indicating that the MCMC runs converged. 
The elapsed times for each condition were measured in seconds.

RESULTS

Through the GMFRM, introduced in Section 3.2 (IRT Setting), we estimated the assessing behaviors 
in the simulated PA session according to the data sets described in Section 3.1 (The Peer Assessment 
Samples). Figure 3 shows some examples of the curves of the ICRF in the case of five peers assessed 
by each student using four grading scales (3, 5, 7, 10). In each figure, the horizontal x -axis represents 
the Latent Ability q , while the vertical y -axis is the response probability for each rating category. 
Generally, a good level of discrimination is obtained between the extremes, as in the case of the 
10-point scale, where 10=good, and 1=bad, whereas the middle ranges are more overlapped while 
the grading scale grows in points. Most curves are flattened, and any level of ability cannot rate well 
the targeted performance. However, most parameters can be estimated well. When many points for 
rating are given, the rater’s marking is inappropriate, as shown in Figure 3. This phenomenon is our 
motivation to optimize the measure setting as noted in the Introduction. When PA marks were given, 
the probability of each mark may be broadly distributed and sometimes flattened. If the distributions 
were strictly controlled, the figure might be irregular.
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The relationship between mean rater’s ratings and the estimated Ability is summarized in the 
three scatter plots of Figure 4, where we show the data related to 3, 5, and 10-point grading scales. 
In each image, the comparison is shown to 3, 15, and 50 grading peers.

Figure 3. Curves of item category response function (ICRF) for a number of raters as n = 5 using four types of grading scales 
([1, 3]; [1, 5]; [1, 7]; [1, 10]) (Note: The x-axis reports Ability measured in the standard range [–1:5; +1:5], while the y-axis shows 
the probability)

Figure 4. Relationship between mean rating scores and ability between 3 and 50 raters
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All results show strong positive correlations, and all deviations of mean ratings and Ability are 
reduced, while the number of graded peers is from 3 to 50. So, the distribution of mean rater’s ratings 
is influenced by the number of rated peers. The standard deviation (STD) of means is discrete for 
three raters, and they are variable values when the number of raters increases.

The correlation coefficients between the mean rater’s ratings and the estimated Ability are 
summarized in Table 2. The coefficient may be independent with respect to the number of raters, 
although the distributions are quite different in Figure 4. When the number of peers increased, the 
STD of rating scores became small over all the rating values. Changes in the Consistency in the same 
conditions are summarized in Figure 5.

In Figure 5, the x -axis indicates the estimated Ability, while the y -axis indicates the estimated 
Consistency. The scales of the y -axis are spread according to the number of points in the grading 
scale. The range of the Consistency value is comparable between the grading scales of 3 and 5; the 
STD gets larger when a 10-point grading scale is used. Then, a sufficiently high number of scale 
points seems needed, as the Ability is not estimated continuously when a 3-point scale is introduced. 
When looking at the number of raters in each figure, the deviation of the Consistency seems to increase 
with their number. Therefore, both the grading scale density and the raters number appear to influence 
the deviation of Consistency. In addition, Consistency for rating may be influenced by rating steps 
and rated people.

The opposite index, such as the Strictness in rating, is summarized with their rating scores in 
Figure 6. The x -axis indicates the generated rating scores for each individual, while the y - axis 

Table 2. Correlation coefficients with the number of raters using 3- to 10-point scales

# Raters Ability-Given rating 
3 5 7 10

Strictness-Provided rating 
3 5 7 10

3 0.99 0.97 0.96 0.95 –0.94 –0.82 –0.75 –0.63

5 0.99 0.97 0.96 0.96 –0.89 –0.78 –0.70 –0.54

9 0.99 0.97 0.97 0.96 –0.85 –0.69 –0.64 –0.56

15 0.99 0.97 0.96 0.96 –0.81 –0.65 –0.65 –0.64

30 0.99 0.94 0.94 0.95 –0.71 –0.67 –0.64 –0.65

50 0.99 0.93 0.92 0.93 –0.62 –0.67 –0.72 –0.73

Figure 5. Relationship between ability and consistency between 3 and 50 raters
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indicates the estimated Strictness values. When the number of rating peers is three, the STD of rating 
grades is sparse in this data generation procedure. All of the relationships show a strong negative 
correlation. As known generally, the deviations decrease with the number of raters, as shown in Figure 
4. The correlation coefficients are compared with the number of raters and rating scales in Table 2. 
The change of coefficients across the number of point scales differs among the number of raters. The 
relationships between the estimated Ability and the Strictness are also summarized using the same 
format in Figure 7. The relationships change with the number of rating scales, as shown in the figure. 
When a 10-point scale is used, their correlation appears, although the Strictness simply deviated for 
the level of Ability using 3- and 5-point scales. So, the above results show that the plausible parameters 
have been estimated sufficiently, confirming the feasibility of applying PA to an IRT model such as 
GMFRM.

DISCUSSION

In this study, parameter estimation was conducted for PA in 24 different conditions, where the number 
of peers assigned to the same evaluation task (number of raters) varied in (3, 5, 9, 15, 30, 50) using 
rating scales of: 3, 5, 7, and 10-points. The aim was to help tune the number of raters and the grading 
scale while designing a PA session in a MOOC context. We computed the parameter estimation for 
Ability (q ) along the different conditions, looking for a minimization of the STD error. The progressive 
changes are summarized in Figure 8.

Figure 6. Relationship between mean rating scores and strictness for 3, 15, and 50 raters

Figure 7. Relationship between ability and strictness for 3, 15, and 50 raters
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As the figure shows, while the number of raters increases, we note that:

• The curve related to a 3-point scale always remains on a higher STD error.
• The other scales are on a lower level of STD error, with not a particularly severe difference.
• For all the scales, the STD error decreases steadily.

So, as far as the STD error on the estimation of Ability is concerned, we could suggest a twofold 
preliminary conclusion:

1.  On the one hand, increasing rater numbers seems to have a distinct effect on the quality of 
estimation for each of the grading scales. In particular, the estimation ability increases at a higher 
speed, while the number of peers increases up to 15, and a lower speed for greater values. This 
would suggest 15 as an interesting branch point.

2.  On the other hand, comparing the performances of the grading scales, we see that while the 
3-point scale is consistently worse than the others, 5, 7, and 10-point are comparable, with the 
10-point scale slightly better.

Figure 8. Standard deviation (STD) errors of ability with the number of raters

Figure 9. Elapsed time, in seconds, for the estimation of ability, according to different numbers of raters
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We also considered the time elapsed during the Ability estimation, summarized in Figure 9. 
There is a clear dependence of the computational time on the number of raters. It is quite predictable 
here, that the 3-point scale performs better, while the 10-point scale needs more time. On the other 
hand, we see a branching point around 15 raters, up to where the 5-point scale is performing slightly 
better, or equal, against the 7-point scale.

Together with the observations proposed concerning Figure 8, the data in Figure 9 suggest that 
a comparatively best performance of the PA in our simulated MOOC is obtained using 15 as the 
number of grading peers per task, with a 5-point grading scale. This conclusion is obtained in the 
framework of a What-if analysis based on simulated PA data: to some extent, we could conclude 
that for a MOOC class similar to the one depicted by the simulated data, our conclusions appear to 
be reasonable.

It is worth noticing, in conclusion, that for different sample (obtained by different Gaussian 
distributions (cfr. Section 3.1 The Peer Assessment Samples), we might have different suggestions 
for the mentioned PA parameters. So we have shown a process of analysis, based on an IRT model, 
which can be applied in different contexts to optimize some aspects of PA in the large-scale classes 
of a MOOC. On the other hand, such an abstract approach certainly needs further validation by real-
world experiments, which will be a subject for our further study.

Limitations of the Study, and Future work
The study we presented undoubtedly has some limitations that might hinder its effective replication 
in real-world experiments. In the following, we list some of these limitations that the reader may have 
already uncovered and point out some plans for future work in relation to them.

The first limit is, of course, in the synthetic nature of the data set we (computed and) used. 
Before applying to a given real MOOC class, our process of definition of suitable values for the PA 
parameters, one should first build a PA data set from previous PA sessions and be reasonably sure that 
such real data model the class. In other words, our process would be reproducible in the real world, 
only assuming that the (real-world) data set truly represents the peers. Future work should follow 
two paths: (1) On the one hand, field experimentation should be conducted to confirm the process 
feasibility and effectiveness in determining the optimal PA parameters; and (2) a comprehensive 
software system (of which we currently have only detached modules) should support the teacher(s) 
in the peer-model extraction from previous sessions of PA and in the definition and application of 
the PA parameters according to the analysis of the existing data set.

The fact that we used a single Gaussian distribution is also to be considered a limitation here. By 
creating more than one data set, we might have proposed and compared different What-if analyses 
by different parameter settings for the distribution, which would enrich the study. However, in this 
paper, we concentrated on defining the general shape of the analysis process, and we considered 
that more parallel applications of the process would have made the paper (even) more cumbersome, 
without adding decisive results in exchange.

A third limitation of the study is related to the values and intervals used for the two PA parameters 
we analyzed. We have discussed their ratio, referring to existing literature. However, there are different 
choices that we have not considered and might influence the final results of the analysis. For instance, 
we have not considered very large grading scales, our larger one [1 10, ]. This is partly to ease the 
production, and the readability, of the investigation and partly because previous studies (Miller, 2003) 
have pointed out that excessive mark intervals would end up confusing, rather than empowering, the 
peer. However, other intervals, such as [ 0 1, ] (the very basic accept/not accept judgement), or [1 18, ] 
and [1 30, ] (that might be significant in the educational systems of some countries), could be of 
interest for further work on our process of analysis. Similar observations could be proposed for the 
number of grading peers: the gap between 15 and 50 is quite large, and further work should consider 
using at least two more values between them.
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A final limitation of our study is that the described process of analysis can only be performed 
on relatively big numbers, making the application of our process not realistic in smaller classes. A 
way to overcome the above limits would be to allow for the aggregation of data from several previous 
sessions of PA held in the same class. However, this aspect is a matter for quite challenging future 
work, where the concepts of Group Decision-making and completion of the created data set (Alonso 
et al., 2008; 2009) seem applicable.

CONCLUSION

In this paper, we examined the feasibility and effectiveness of applying an IRT model in a PA 
framework to determine some optimal values for certain parameters of the PA process in a large-scale 
(MOOC) educational environment. The study we presented consisted of a What-if analysis based on 
a MOOC class composed of 1,000 peers. The peers’ capability to accomplish a required task (e.g., 
to answer a question, having it then evaluated by peers) was modeled using a Gaussian distribution.

The results show that it is possible to study, by means of typical IRT variables, the performance 
of a PA system, for instance, given producing automated grading. In particular, we concluded that 
for a MOOC class similar to the synthetic sample we computed, a reasonable PA parameter setting 
is the one assigning 15 to a number of grading peers per task and [1 5, ] to grading scale composition.

As mentioned in the Discussion section, many limitations and considerable issues exist. The 
detailed discussion and improvement for these issues will be subjects of our further study.
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