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ABSTRACT

With the development of smart cities, video surveillance networks have become an important infrastructure for urban governance. However, by replacing or tampering with surveillance cameras, an important front-end device, attackers are able to access the internal network. In order to identify illegal or suspicious camera identities in advance, a camera identity identification method that incorporates multidimensional identification features is proposed. By extracting the static information of cameras and dynamic traffic information, a camera identity system that incorporates explicit, implicit, and dynamic identifiers is constructed. The experimental results show that the explicit identifiers have the highest contribution, but they are easy to forge; the dynamic identifiers rank second, but the traffic preprocessing is complex; the static identifiers rank last but are indispensable. Experiments on 40 cameras verified the effectiveness and feasibility of the proposed identifier system for camera identification, and the accuracy of identification reached 92.5%.
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INTRODUCTION

In recent years, with the rapid development of public security big data applications, video surveillance network has become a powerful tool for security management and crime investigation (Guo et al., 2017; Kim & Park, 2021; Nazaré & Schwartz, 2016). The video surveillance network established
by the public security department is characterized by large scale of video front-end equipment, wide geographical coverage, diverse system application software, rich bearing business functions and strict monitoring requirements, which helps to improve the efficiency of public security and assist in case investigation (Ma et al., 2018; Thiyagarajan et al., 2018). However, video surveillance systems are exposed to complex network security risks, such distributed networks are easy targets for criminals, and in the event of a major network security incident will result in the unavailability of video surveillance resources, which in turn may threaten the security of the state, society, enterprises and individuals (Ma et al., 2018; Thiyagarajan et al., 2018). Industry and academia have invested heavily in the development of prevention tools and methods to reduce potential losses by moving the prevention barrier forward through monitoring and early warning.

As an important front-end device of video surveillance network, video surveillance cameras are characterized by a large number and variety. If a video surveillance camera is illegally replaced, it can easily develop into a security risk for the whole video network. However, as part of the video dedicated network cameras are leased, purchased, installed and replaced by operators, management departments are often unable to clarify all front-end devices, while the lack of overall security management mechanism for front-end devices, without an efficient front-end device identity authenticity detection method. Therefore, even if video surveillance cameras are illegally replaced, it is often difficult for security management to detect it.

Therefore, in this paper, we propose a video surveillance camera identity identification method that incorporates multi-dimensional static and dynamic identification features. As shown in figure 1, firstly, static identifiers of video surveillance cameras are collected and extracted, including explicit and invisible identifiers. Then a series of dynamic traffic feature sets are extracted starting from the video surveillance camera network traffic perspective. The multidimensional identifiers are fused and the amount of self-information for each identifier is analyzed. Finally, the video surveillance camera identification index is determined according to the contribution amount of the identifier in the identification system. The experimental results prove that the method in this paper can accurately and efficiently perform video surveillance camera identification, which has important theoretical and practical significance.

Figure 1.
Video surveillance network workflow
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Summary

Video surveillance cameras belong to a special IoT device used for image acquisition. IoT device identification and marking technology refers to the identification of device information (type, brand, series, model, etc.) of the target device by means of network sniffing, data mining, etc., and the access in the subsequent process to be authenticated. In the IoT device side access, the security policy based on the physical characteristics of the device avoids the complex and inefficient computation of traditional security policies, and physical information features are generally difficult to forge, and numerous researchers study defense strategies for the perception layer (Islam et al., 2017; Xie et al., 2017). The low computing power of device hardware in IoT systems, energy consumption limits complex sensing networks bring unique security threats and defense requirements for IoT end devices, such as key verification algorithms and cross-domain authentication under low computation (Yang et al., 2021).

General IoT Devices

For the research of identification methods of IoT devices, the current research hotspots mainly focus on device fingerprint extraction, including device hardware fingerprint, device installation software and traffic fingerprint (Vastel et al., 2018; Thangavelu et al., 2018), protocol fingerprint (Chen et al., 2021), etc. Biometric fingerprint has stability and uniqueness which can uniquely identify objects (Lai et al., 2019). Analogous to the role of biometric fingerprint for human identification, in the IoT, the information with stability and independence can be obtained by extracting the hardware characteristics of devices, communication characteristics between devices, IoT application characteristics, etc. to generate fingerprints for application in IoT device authentication. Device fingerprint is a device inherent property and information feature that can be used for IoT device identity verification, a tool to determine whether it is legal to access the cloud and upload cloud data reliability (Radhakrishnan et al., 2014). The IoT device fingerprinting technology is mainly classified into active device fingerprinting technology, passive device fingerprinting technology and mixed fingerprinting technology according to whether it can be obtained from the propagated data messages.

Active Device Fingerprinting Technology: Active device fingerprinting technology refers to the acquisition of IoT device characteristics through platform APIs (Koo et al., 2019) and other means to actively collect end-user device information or relevant privacy information, such as GPS address-related, IP-related, network type (Wi-Fi, 4G, 5G), cell phone usage, etc. The features collected through JS and flash can realize the identification of smart home IoT devices through software and hardware parameters or plug-in information features, which can distinguish more than 40 types of devices at 97% accuracy (Jose et al., 2017; Li et al., 2020). Analyze the mobile fingerprint of the user’s behavior within the APP (Xue et al., 2018), the latest Web page fingerprint, by some website specific image files, js files, etc. By crawling these files and comparing whether the MD5 value is consistent with the rule base to determine the same content management system (CMS).

Passive Device Fingerprinting Technology: Passive device fingerprinting technology refers to extracting features from different data messages sent by devices, such as extracting features from collected data, sensor content noise, Wi-Fi signal variations (Liu et al., 2019), channel status of LoRa packets (Chen et al., 2021; Shen et al., 2021), traffic data features, etc., which can be used as features to identify different devices. Further, the communication fingerprint obtained from the data messages in communication, due to the heterogeneity of IoT, the diversity of IoT device protocols, Hamad et al. proposed a method to extract the connected device fingerprint method that can be used with a variety of connectivity technologies, including Wi-fi, Zigbee, Z-Wave, Ethernet. Fingerprint extraction from the physical layer of the IoT, such as PUF (Mahmood et al., 2021), exploits the hardware characteristics of integrated circuits to extract fingerprints to perform device authentication by exploiting variations in transmission signals due to hardware and manufacturing inconsistencies.
Mixed Device Fingerprinting Technology: Mixed device fingerprinting technology refers to the fusion of active and passive device fingerprint technology in the same device identification and authentication system, which corresponds the device identifier generated by active device fingerprint technology on the client side with the feature information collected by passive device fingerprint technology on the server side and related to the protocol stack, so that all devices have unique device identification IDs. IoT application scenarios are becoming increasingly diverse, authentication with multiple factors and constraints will become a trend to address support multi-category device authentication, secure communication and data reliability.

Video Surveillance Cameras

In order to strengthen the construction of security protection of public security video surveillance network, a large number of scholars have also conducted in-depth research on video surveillance network security (Akbanov et al., 2019; Andresini et al., 2021; Kilincer et al., 2021). Li et al. constructed a network security posture indicator system for video private networks and gave a method to quantify the indicators. Duan et al. implemented the extraction and evaluation of cyber security posture elements using, for example, a hidden Markov model. The above study mainly focuses on the macro security posture of video private networks and does not focus on the identity security risk of front-end devices. At the same time the quantification of indicators is based on expert experience and is relatively rough. The video surveillance cameras fingerprinting technology is mainly classified into noise fingerprinting technology, image fingerprinting technology and fingerprinting technology for general IoT-like devices according to physical and applied features of the video surveillance camera.

Noise Fingerprinting Technology: A large of works already exist on sensor content noise, such as Das et al. used the frequency responses of speakers and microphones from two wireless IoT devices as acoustic hardware fingerprints, energy change features extracted from CAN frames captured by Telematics sensors as fingerprints, and fingerprints using camera frame noise (Khan et al., 2019). Camera Sensor Pattern Noise (SPN) in Photo-Response Non-Uniformity (PRNU) is a type of noise signal, which is the sensor pattern noise caused by the sensor defect of the imaging capture device that changes the nature of the digital image. PRNU is widely used in extracting camera hardware characteristics because of its intrinsic robustness, for example, for PRNU in pictures The similarity of two discrete signals is determined by operation, and a wavelet denoising algorithm is used to extract the specific fingerprint of the camera presentation sensor (Mandelli et al., 2020).

Image Fingerprinting Technology: Image fingerprinting technology refers to the PRNU features extracted from two images to do inter-correlation, if two images from the same camera, will see correlation images appear multiple spikes, find out the location of the most obvious peak in, calculate the peak correlation energy ratio height, determine its value is greater than a certain threshold, to decide belong to the camera for authentication. Bondi et al. proposed a random projection that approximately preserves the geometry of the point cloud composed of fingerprints, and effectively reduces the dimensionality of the space where the fingerprints are located by quantizing the PRNU and compressing the pipeline of image residuals to improve the application of video real-time verification. On top of this, Taspinar et al. optimized the efficiency of random projection to reduce the dimensionality of fingerprints by pipeline compression function.

Fingerprinting Technology for General IoT-like Devices: Like general IoT devices, hardware authentication technology for video surveillance cameras based on device fingerprint is a hot issue in cyberspace security. Device fingerprinting refers to the use of characteristic information of a device to generate a unique identifier. Based on the device identifier, users can perform device authentication and device anomaly detection. Currently, there are three main techniques for device fingerprint authentication: transient feature-based, modulated signal-based, and internal sensor-based. Lukas et al. identified video surveillance cameras by sensor pattern noise and validated the effectiveness of the method on 320 images from 9 different video surveillance cameras. Zhang et al. used a two-way authentication protocol to study RFID tag authentication technology in order to solve the authentication
problem of IoT system, and the experimental results show that the technology can quickly confirm the identity information and ensure that the IoT is completely. However, the paper is a two-way authentication from the perspective of traditional cryptography and the method is difficult to use in the field of video surveillance camera identification.

However, all the fingerprinting technologies above (such as active device fingerprinting, passive device fingerprinting and mixed fingerprinting) are used in the filed of traditional sensor IoT devices, they are not suitable for video surveillance cameras that have different applications and features from the general IoT devices. For the noise fingerprinting technology and image fingerprinting technology, they all are intrusive identity identification methods that need to complete the operational deployment on the video surveillance cameras before they are activated, they are not suitable for the existing been used and deployed video surveillance cameras. Our method is a non-invasive identity identification method for video surveillance cameras according to their applications and features, it can not only solve the video surveillance cameras identity identification and recognition problem well, but also can reduce the overall video surveillance network construction cost, improve the efficiency of the security use of existing video surveillance cameras.

Compared with Android devices and tablets, video surveillance cameras have a single function, and based on device fingerprints, there is still less research on identity recognition for video surveillance cameras. Yin et al proposed the use of a decision tree approach to classify device fingerprints, followed by the implementation of network entry detection for dedicated IP video networks. Among them, device fingerprinting includes several dimensions, such as IP address, services running on the device, memory usage information, etc. But the study ignored the video surveillance camera traffic information.

The dynamic set of traffic features of each video surveillance camera can comprehensively reflect the traffic characteristics of the front-end video surveillance camera, which is the basis for the unique identification and subsequent accurate identification and network intrusion detection of video surveillance cameras in the front-end network. If someone were to replace a video surveillance camera with a malicious one, most of the explicit identifiers are easily forged and it would be difficult for the public safety department to detect an anomaly. However, the traffic characteristics of the video surveillance camera are difficult to tamper with and can therefore be used as an important indicator for identification (Jo & Kim, 2018). Regarding the study of traffic features, Wei-Chao Yang et al proposed an IoT device identification method based on traffic fingerprinting, which has better detection effect and stability. Meidan et al proposed to use machine learning methods to analyze network traffic of IoT devices and complete device identification with an overall classification accuracy of 99%. Currently, there is still a gap in the research on video surveillance camera identification by traffic features of video surveillance cameras, and in-depth research is needed.

In the video surveillance network, if the identifier of a front-end access device is not consistent with the local database, it can be considered as an abnormal device. Device anomaly access intrusion detection algorithms, on the other hand, are more likely to use algorithms such as association rules, support vector machines, random forests, and decision trees to identify anomalous data in a dataset.

A review of the literature revealed that:

1. There is less research on video surveillance camera identification, and there is an urgent need to carry out research on identification for video surveillance front-end devices.
2. Relevant departments still rely on explicit identifiers to determine the identity of the device, and the use of implicit identification features with video surveillance camera traffic, a dynamic feature information, is not considered in the identity.
3. No valid method is used to assess the extent to which different identifiers contribute to device identification.
In order to solve the above problems, a suitable method is needed to capture, analyze, converge, and fuse video surveillance camera features. To this end, this paper proposes a video surveillance camera identification method that incorporates multidimensional identification features to provide security management with an effective means of identifying illegal access to front-end devices.

The main contributions of this paper are as follows:

1. A video surveillance camera identification system containing both static and dynamic identifiers is designed. Multi-dimensional feature acquisition and extraction from video surveillance camera explicit and implicit features and traffic features.
2. A video surveillance camera multidimensional feature analysis method based on self-information quantity and information entropy is proposed. In this paper, we propose to identify video surveillance cameras based on the decision tree model in machine learning, and experimentally calculate the contribution ranking of each identifier.
3. Experiments are conducted on 41 terminal device feature datasets, and the results show that the accuracy of this paper’s method in correct video surveillance camera identification reaches 93.1%, which can effectively detect video surveillance camera identity forgery and tampering behavior.

The structure of this paper is as follows, Section 3 details the video surveillance camera identity recognition method incorporating multidimensional identification features, Section 4 verifies the feasibility and superiority of this paper’s method through experiments, and finally concludes the whole paper by pointing out the shortcomings and looking forward to future research directions.

VIDEO SURVEILLANCE CAMERA IDENTIFICATION METHOD

In this paper, we propose a video surveillance camera identity identification method that incorporates multidimensional static and dynamic identification features, and the main research method is shown in Figure 2. Firstly, collect the data of video surveillance cameras, then extract the static and dynamic features of each video surveillance camera. Secondly, construct feature vector, label and generate initial data set, and is divided into training set and test set. Thirdly, with the training set, machine learning models such as decision trees and artificial neural networks are trained. Finally, with the test set, the accuracy of video surveillance camera identification capability is verified.

We divide the original identifier system into a static identifier system and a dynamic identifier system. The identifiers included in each system are shown in Figure 3, and each identifier will be described in detail in subsequent sections.

Construction of identifier system

Static identifier system

The static identifier system includes both explicit and invisible identifiers, which are extracted and fused on the basis of the original identifier system to generate the final identifier system. Traditional front-end video surveillance cameras are uniquely identified using a method similar to explicit identifiers, which can be easily forged and tampered with. Implicit identifiers alone do not have the ability to uniquely identify, and the ability to identify is improved by combining multiple implicit identifiers. In this paper, we combine their advantages and disadvantages, and choose a combination of explicit and implicit identifiers to build and generate a static identifier system.

Explicit identifiers are symbols that clearly identify video surveillance cameras. The explicit identifiers used in this paper for video surveillance camera identification include IP addresses and MAC addresses, as shown in Table 1.

The five types of implicit identifiers to be extracted in this paper are shown in Table 2, which collect video surveillance camera implicit identifiers from device parameter information, channel
Figure 2.
Flow chart of our method

Figure 3.
Video surveillance camera identifier system
information, audio coding information, video coding information and software information, respectively. The names of the implicit identifiers included in each class of identifiers are indicated in the remarks of Table 2. Table 3 lists some of the implicit identifier information.

**Dynamic identifier system**

In terms of dynamic identifier system, for the application scenario characteristics of front-end video surveillance cameras, this paper defines and extracts from the perspective of video surveillance camera traffic features. The dynamic traffic feature set is composed of a series of metrics that comprehensively reflect the traffic characteristics of the front-end video surveillance cameras, and is the basis for the unique identification of video surveillance cameras in the front-end network and subsequent accurate identification and network intrusion detection.

The dynamic identifier system of video surveillance cameras initially constructed in this paper is shown in Table 4. Network traffic features include four main categories, which are upstream and downstream traffic features, upstream and downstream packet features, inflow and outflow IP features, and outflow destination port number features, containing a total of 10 features.

### Table 1.
Examples of partial video surveillance camera explicit identifiers

<table>
<thead>
<tr>
<th>Device IP</th>
<th>MAC Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>192.168.1.65</td>
<td>28:57:be:29:7b:4a</td>
</tr>
<tr>
<td>192.168.1.63</td>
<td>28:57:be:bl:2f:a9</td>
</tr>
<tr>
<td>192.168.1.61</td>
<td>28:57:be:59:d6:5c</td>
</tr>
</tbody>
</table>

### Table 2.
Examples of categories of hidden video surveillance camera identifiers

<table>
<thead>
<tr>
<th>Hidden Identifier Categories</th>
<th>Instructions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device parameter information</td>
<td>Includes the device brand, model, serial number, and operating system</td>
</tr>
<tr>
<td>Channel information</td>
<td>Includes the channel name, channel size, open service, signaling and protocol type, and audio and video transmission protocol type</td>
</tr>
<tr>
<td>Audio coding information</td>
<td>Includes the audio coding type, audio sampling rate and other information</td>
</tr>
<tr>
<td>Video coding information</td>
<td>Includes the video encoding type, video frame rate, bit rate type and other information</td>
</tr>
<tr>
<td>Software information</td>
<td>Includes the main software version and DSP software version</td>
</tr>
</tbody>
</table>

### Table 3.
Examples of hidden video surveillance camera identifiers

<table>
<thead>
<tr>
<th>OS</th>
<th>Equipment Brand</th>
<th>Equipment Model</th>
<th>Open Cervice</th>
<th>Audio Encoding Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linux</td>
<td>dahua</td>
<td>IPC-HF</td>
<td>554: rtsp</td>
<td>G711_A</td>
</tr>
<tr>
<td>OpenWrt</td>
<td>hikvision</td>
<td>DS-2CD</td>
<td>9010: sdr</td>
<td>AAC</td>
</tr>
<tr>
<td>Windows</td>
<td>huawei</td>
<td>IPC622</td>
<td>20000: dnp</td>
<td>G711_U</td>
</tr>
<tr>
<td>Android</td>
<td>Lize intelligent</td>
<td>IDS-2CD</td>
<td>8080: http</td>
<td>G711_A</td>
</tr>
</tbody>
</table>
In this paper, we extract the content of a particular video surveillance camera at a specific time of day to get information such as traffic size, packet size, and IP characteristics. This information is determined by the video streaming protocol of a particular video surveillance camera, making it difficult for offenders to falsify such features, which tend to change accordingly once the front-end video surveillance camera is maliciously replaced. If managers can count and compare device traffic characteristics in real time, they can quickly detect changes in front-end video surveillance cameras.

Quantization of Identifier Contribution Value
Based on the initial construction of static and dynamic raw identifier systems, the contribution values of different identifiers need to be quantified to facilitate the selection and extraction of appropriate identifiers by users and management, while the contribution values also demonstrate that the identifiers can assist in video surveillance camera identification. In this paper, the self-information quantity and information entropy in information theory are used to analyze and judge the information quantity that an identifier has and construct the final identifier feature vector (Harte & Newman, 2014; Li et al., 2018; Majumdar et al., 2018; Zheng & Wang, 2018).

Self-information based assessment of identifier contribution has been effectively applied in several domains (Majumdar et al., 2018; Santos, 2019). In this paper, we first get the information about the contribution of the identifier in that front-end video surveillance camera identifier system by calculating the self-information of different identifiers in the identifier system; and for the overall identifier system, the expectation of the self-information of the identifier is calculated to get the information represented by the identifier system in the whole. In other words, self-information amount and information entropy quantify the information contribution of identifiers from individual and whole respectively (Rincón & Cheng, 2018; Zhang et al., 2017).

Assuming that each front-end video surveillance camera has n identifiers, use $P_i$ to denote the probability that the ith identifier can correctly identify the video surveillance camera, and event $X_i$ to denote that the ith identifier can correctly identify the video surveillance camera. The formula for calculating the self-information amount of event $X_i$ is:

$$I(X_i) = -\ln P_i$$  \hspace{1cm} (1)

Table 4.
Examples of video surveillance camera flow characteristics

<table>
<thead>
<tr>
<th>Number</th>
<th>Traffic Characteristic Category</th>
<th>Traffic Characteristic Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Upstream and downstream flow</td>
<td>Upstream traffic per hour</td>
</tr>
<tr>
<td>2</td>
<td>Upstream and downstream packet</td>
<td>Uplink data packets per hour</td>
</tr>
<tr>
<td>3</td>
<td>IP Inbound outbound IP</td>
<td>Number of outgoing IP addresses per day</td>
</tr>
<tr>
<td>4</td>
<td>Downstream flow per hour</td>
<td>Downlink packets per hour</td>
</tr>
<tr>
<td>5</td>
<td>Total traffic per hour</td>
<td>Total packets per hour</td>
</tr>
<tr>
<td>6</td>
<td>Total traffic per hour</td>
<td>Total traffic per hour</td>
</tr>
<tr>
<td>7</td>
<td>Daily total number of connected IP addresses</td>
<td>Daily total number of connected IP addresses</td>
</tr>
<tr>
<td>8</td>
<td>Number of inbound destination ports</td>
<td>Number of outbound destination ports in a day</td>
</tr>
</tbody>
</table>
Information entropy is designed to quantify and measure information, and from the formula, information entropy is the mathematical expectation of the amount of self-information, i.e., it is the calculation of the size of the information brought by the whole system of identifiers. If the uncertainty brought by a certain identifier system is large, the information content of that identifier system is considered to be large, and its contribution is also considered to be correspondingly large. Therefore, the identifier system with the most information can be compared by calculating the information entropy. The formula for calculating information entropy is as follows.

\[ H(X) = -\sum_{i=1}^{n} P_i \ln P_i \]  

The amount of information will be used as one of the important indicators for the selection of the final identifier system of the front-end video surveillance camera, while the amount of self-information can be used as one of the preliminary bases for the identification of the device identity, which will provide a good research basis for the subsequent research of the identification algorithm of the front-end video surveillance camera identity and the intrusion detection of the front-end network.

**Extraction of Identifier Feature Vector**

On the basis of identifying the selected identifiers, this section characterizes the identifiers and integrates them into feature vectors for fast and efficient identifier matching.

The feature processing in this paper draws on the discretization methods (Cui et al., 2018; Ho et al., 2021; Li et al., 2018; Lv et al., 2017; Shokoohi-Yekta et al., 2017; Zou et al., 2018). The discretization operation is divided into two main steps:

1. collecting historical data for each identifier.
2. using expert experience to organize and discretize the historical data.

Representative discrete methods include (Chormale & Ghatule, 2020; Rundo et al., 2018; Schmidhuber, 2015):

1. For some identifiers containing multiple fields, assign values to each field separately. For example, assign values \([1,2,3,...,n]\) to different software versions.
2. For identifiers with relatively stable values, floating intervals are set based on the highest and lowest records of historical data. If the existing data is in the floating interval, assign a value of 1, otherwise assign a value of 0. For example, a video surveillance camera daily outflow ip number between \([4, 5, 6, 7]\) floating, if a day the video surveillance camera outflow ip number is 8, then assign a value of 0.
3. For identifiers containing continuous type values, the values can be mapped to a smaller space without changing the relative size of the values. For example, if the number of video surveillance camera traffic packs at a location fluctuates between 1000-90,000, discrete rules can be developed based on expert experience to discrete the traffic packs into \([1,2,3,4,..., n]\).

Based on the identifier system of 7 static and 10 dynamic identifiers listed in Table 1, Table 2, and Table 3. The decision to retain all identifiers after quantification of contribution values, the feature vector of the ith video surveillance camera can be expressed as:

\[ P_i = \{f_{i,1}, f_{i,2}, f_{i,3}, ..., f_{i,7}\} \]
EXPERIMENTS

Experimental Procedure

1. Experimental environment

The software environment used in this paper: Python 3.9.2, Scikit-Learn 0.24.2, Numpy 1.20.3, Graphviz 0.16, Pydotplus 2.0.2, Pandas 1.2.4. Hardware environment: Inter Core i5-8250U 8G RAM. In the experiment section of this paper, the CART decision tree algorithm was used to build the training model. The maximum depth of the decision tree was 8, the loss function adopted the information gain, the splitting strategy of each node adopted the Best strategy, and the default values of other parameters were adopted.

2. Experimental data set

In this experiment, the characteristic data of 25 video surveillance cameras, 5 servers, 8 ordinary PCs and 3 cell phone devices from different vendors are simulated and collected by referring to the real traffic characteristics of video surveillance cameras, servers, ordinary PCs and cell phone devices in video Internet and LAN.

With reference to the defined video surveillance camera identifier system (Du et al., 2019; Kim & Lee et al., 2020; Kim & Park, 2021; Rashwan et al., 2016), this experiment selected some of the more representative static and dynamic identifiers for this experimental device feature portrayal, as shown in Table 6.
The operating system types involved in this experiment include Linux, Windows, Android and iOS. Video surveillance cameras cover domestic mainstream manufacturers including Dahua, Haikang, Yuvison, Fluorite, etc. The network data message protocols supported by these video surveillance cameras include RTSP, SIP, HTTP, ONVIF and other signaling protocols and audio and video transmission protocols such as RTP and TCP. For the type of services provided by the video surveillance camera and the greater relevance of each application manufacturer, this experiment mainly selected two standard audio and video services, RTSP and ONVIF, and set their attribute set to {include, not include}.

For the static identifier of the video surveillance camera, this experiment uses the video surveillance camera parameter setting tool to obtain the video surveillance camera parameter information. For upstream and downstream traffic, this experiment simulates the data with a traffic count interval of 10 minutes and the traffic unit is Mbit.

3. Experimental steps

The procedure can be roughly divided into four stages, as follows.

(1) Each video surveillance camera corresponds to the construction of a feature vector. A total of 286 sample data were simulated and collected in this experiment, and their classification results were manually labeled. For operating system type, signaling protocol type, audio/video transmission protocol type and service type, this paper adopt the proposed discretization method to process.

(2) In this experiment, 80% of the sample set is randomly selected as the training set, and the remaining 20% is used as the test set.

(3) With the training set, this paper adopts a decision tree algorithm to construct a video surveillance camera identity recognition model.

(4) With the test set, the accuracy of video surveillance camera identification capability is verified, and the contribution of the selected identifier in the experiment is obtained.

Experimental Results and Analysis

1. Experimental evaluation index

In this paper, the evaluation metrics for video surveillance camera identification are built based on a confusion matrix that visualizes the true and predicted values of each class. In multi-categorization problems, the confusion matrix can more intuitively detect how many categories are misclassified and into which categories they are misclassified (table 7).

Video surveillance camera identity recognition can be considered as a classification problem, and the evaluation metrics for the prediction effect of the classification problem are mainly Train_Precision for training accuracy and Predict_Precision for prediction accuracy. Training accuracy is how many of the training datasets are correctly classified after modeling; prediction accuracy calculates how many of the test sets are correctly predicted to be classified.

<table>
<thead>
<tr>
<th></th>
<th>The Prediction Normal</th>
<th>The Prediction Abnormal</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Actual Normal</td>
<td>TP</td>
<td>FN</td>
</tr>
<tr>
<td>The Actual Abnormal</td>
<td>FP</td>
<td>TN</td>
</tr>
</tbody>
</table>
The accuracy evaluation metrics applied in this paper are defined as:

\[
\text{Precision} = \frac{TP + TN}{TP + TN + FN + FP}
\]

(4)

2. Results analysis

In this paper, we propose to identify the video surveillance camera based on decision tree model in machine learning (Du et al., 2020; Guo et al., 2017; Kalbo et al., 2020; Liu et al., 2018; Nanda & Patra, 2021). The process of generating a decision tree is to define some division criterion such that the features satisfying the criterion continuously divide the data set into subsets with higher purity and lower uncertainty. Among them, the feature selection criteria to measure the purity and uncertainty of the dataset before and after dividing the dataset include: information gain, information gain rate, and Gini index. Usually, after dividing the dataset using a certain feature selection criterion during the iterative process, the purity of each data subset is higher and the uncertainty is lower than that of the dataset before the division. The decision tree generated in this experiment is shown in Figure 4:

The leaf node represents the final classification result, and the path from the root node to the leaf node represents its step-by-step classification process. The training data set confusion matrix and test data set confusion matrix of this experiment are shown in Table 8 and Table 9 respectively. According to Formula (1), it can be calculated as follows:

\[
\text{Train Precision}=0.961
\]

\[
\text{Predict Precision}=0.931
\]

The experimental results show that the generated decision tree can correctly classify 96.1% of the training sets and correctly identify 93.1% of the video surveillance cameras in the test sets.

The ranking of the contribution degree of each identifier selected in this experiment is shown in Table 10:

As seen in Table 10, the total contribution of the four features - number of IPs exchanged with the video surveillance camera, uplink traffic, downlink traffic and signaling protocol type - reaches 81% in this experiment, and they play a key role in identifying the video surveillance camera.

In summary, this experiment uses a decision tree algorithm to construct a video surveillance camera identity recognition model by collecting the feature values of selected static identifiers and

<table>
<thead>
<tr>
<th>Table 8. Train data set confusion matrix structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Actual Normal</td>
</tr>
<tr>
<td>The Actual Normal</td>
</tr>
<tr>
<td>The Actual Abnormal</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 9. Test data set confusion matrix structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Actual Normal</td>
</tr>
<tr>
<td>The Actual Normal</td>
</tr>
<tr>
<td>The Actual Abnormal</td>
</tr>
</tbody>
</table>
dynamic identifiers, and the recognition accuracy reaches 93.1%. Although only eight of the defined identifiers were selected in the experimental session, the proposed method is also suitable for selecting more identifiers and constructing the corresponding video surveillance camera identification model.

**CONCLUSION**

With the development of smart city and public security big data, the video surveillance network is bound to achieve a higher speed of development. While video surveillance cameras are widely placed in urban corners, they also face the risk of being illegally replaced and tampered with, which, if spread, will bring serious challenges to the entire video network and public society. In this paper, we propose a video surveillance camera identification method that fuses multidimensional identification features. By extracting the explicit and implicit static features of video surveillance cameras and the dynamic features of traffic, we construct a video surveillance camera identifier indicator system, followed by
the fusion and screening of identifiers to compose a feature vector, and analyze the level of indicator contribution using mutual information quantity and information entropy to lay the foundation for intrusion detection and device identification. The experimental results show that explicit identifiers have the largest self-information and contribution but are the most easily forged; dynamic identifiers have the second largest contribution but have a larger workload for traffic collection and analysis; implicit identifiers have a smaller contribution but still have some identity identification capability. Based on the identifier system proposed in this paper, the identification accuracy in 41 terminal devices reaches 93.1%, and the features are not easily tampered with, which has high application value. However, the effectiveness in other video network front-end devices still needs experimental proof.

In the future, firstly, more dynamic features of video surveillance cameras will be extracted and feature fusion will be performed to obtain more effective recognition features; secondly, based on the identifier metric system and feature vector, it is a promising direction to achieve video surveillance camera intrusion anomaly detection by collecting the replaced video surveillance camera data; finally, we will use convolutional neural network and long and short term memory neural network for feature extraction and classification of identifier data to improve the intrusion detection effect.
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