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INTRODUCTION

Since the original publication on Data Envelopment Analysis (DEA) by Charnes et al. (1978), a considerable amount of research publications have appeared in decision science literature, a significant portion of which focusing on efficiency and productivity in the banking sector. A comprehensive survey of bank efficiency studies could be found in Fethi and Pasiouras (2010). They have examined bank branch efficiencies in more than 30 studies over the period 1998-2009.

A shortcoming of DEA modeling that has come under criticism is that input/output data in DEA are treated as deterministic, but in reality, these data are contaminated with statistical noise, and therefore, efficiency score of each decision making unit (DMU) does not reflect reality. In this chapter, we propose a method to randomize efficiency scores by treating each score as an order statistic of an underlying Beta distribution. Then, we apply this method to a small set of banks from Sri Lanka and show how to do the randomization.

To our knowledge, to date, very few authors have discussed similar randomization in an efficiency study.

LITERATURE REVIEW

A comprehensive listing and analysis of DEA research that covers the first 30 years of its history could be found in Emrouznejad et al. (2008). In this chapter, we narrow down our literature survey to stochastic DEA modeling, as it suits the theme of discussion of the chapter.

DEA measures relative efficiency of decision making units (DMUs), assuming that input/output data are deterministic. While highlighting this as a drawback in DEA methodology, some authors in the past incorporated statistical noise into DEA modelling and berthed Stochastic DEA (SDEA). Some of them treated the input/output vectors as independent and jointly “multivariate normal” random vectors, whose components are expected values of input/outputs. Thus, each input/output of each DMU was treated as a “normally distributed” random variable. Then, the constraints on inputs and outputs (in the traditional DEA model) were expressed in probabilistic terms with the noise parameter (degree of uncertainty) attached to them. Some others treated inputs/outputs as “means” of series of observations and constructed “confidence intervals” for the means.


METHODOLOGY

Thompson et al. (1993) presented a new DEA theory, which did not require the use of non-Arhimedean principle used in the original DEA theory.
developed by Charnes et al. (1978), and it allowed zero data entries. In this paper, we use Thompson et al.’s methodology as described below.

A DEA data domain consists of n decision-making units (DMUs), n input vectors (each with m inputs), and n output vectors (each with r outputs). The selected DMU \( c = 1, 2, \ldots, n \) is characterized by an input vector \( X_c = (x_{1c}, x_{2c}, \ldots, x_{mc}) \) and an output vector \( Y_c = (y_{1c}, y_{2c}, \ldots, y_{rc}) \). U-output multiplier of r unknowns \( u_k; k = 1, 2, \ldots, r \) and V-input multiplier of m unknowns \( v_i; i = 1, 2, \ldots, m \) have to be determined by solving the respective linear programming (LP) models stated below.

Here we consider the following four inputs \( m = 4 \) and two outputs \( r = 2 \) for the banks:

\( X_1: \) Total deposits include demand deposits, time and savings deposits, CDs, and purchased funds

\( X_2: \) Fixed assets in terms of bank premises, furniture, and equipment

\( X_3: \) Total non-interest expenses include employee salaries, benefits, and expenses on fixed assets

\( X_4: \) Loan loss provisions. Accounting allocations to cover possible loan defaults

\( Y_1: \) Total loans include commercial, industrial, real-estate, and installment loans

\( Y_2: \) Non-interest income includes commissions, securities, and service charges

The two outputs capture the total earnings (interest and non-interest income) for the banks, while the four inputs capture the total borrowings and operating expenses.

**CCR/AR and BCC/AR Efficiency Models**

We recall the input-oriented CCR/AR (Charnes-Cooper-Rhodes with Assurance Regions; Constant returns) and BCC/AR (Banker-Charnes-Cooper with Assurance Regions; Variable returns) efficiency models as formulated by Thompson et al. (1996).

**CCR/AR Model**

Max \( Z = \sum_{k=1}^{r} u_k y_{kc} \) (for DMU \( c \))

\( \sum_{i=1}^{m} v_i x_{ic} = 1 \) \hspace{1cm} (1)

\( \sum_{k=1}^{r} u_k y_{kj} - \sum_{i=1}^{m} v_i x_{ij} \leq 0 \) for \( j = 1, 2, \ldots, n \) \hspace{1cm} (2)

\( \alpha_i v_i < u_k < \beta_j v_j \) for \( i = 1, \ldots, m-1; j = 1, \ldots, m \) \hspace{1cm} (3)

\( \gamma_k u_j < \delta_i u_k \) for \( j = 1, \ldots, r-1; k = 2, \ldots, r \) \hspace{1cm} (4)

The non-negative scalars \( \alpha_i, \beta_j, \gamma_k, \delta_k \) in constraints (3) and (4) are specified or estimated using socio-economic/market data and/or expert opinion. They are also called “price/cost” data. As illustrated in Thompson et al. (1996), the input cone has \( 2(mC_2) \) constraints and the output cone has \( 2(rC_2) \) constraints. In our study, with \( m = 4 \) and \( r = 2 \), input cone has 12, and output cone has 2 constraints.

In computing \( \alpha_i, \beta_j, \gamma_k, \delta_k \), first we use the bounds on \( v_i \) and \( u_k \):

\( \text{Input multipliers: } LV_i \leq v_i \leq UV_i \) \hspace{1cm} (5)

\( \text{Output multipliers: } LU_k \leq u_k \leq UU_k \) \hspace{1cm} (6)

Notice that \( LV \) is lower and \( UV \) is upper bound for \( v_i \), and \( LU \) is lower and \( UU \) is upper bound for \( u_k \). Next, we compute the non-negative scalars using (5) and (6).

\( \alpha_i = LV_i / UV_j \) for \( j = 1, \ldots, m-1; i = 2, \ldots, m \) \hspace{1cm} (7)