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INTRODUCTION

Tracking and recognition of human motion has become an important research area in computer vision. In real world conditions it constitutes a complicated problem, considering cluttered backgrounds, gross illumination variations, occlusions, self-occlusions, different clothing and multiple moving objects. These ill-posed problems are usually tackled by making simplifying assumptions regarding the scene or by imposing constraints on the motion. Constraints such as that the contrast between the moving people and the background should be high and that everything in the scene should be static except for the target person are quite often introduced in order to achieve accurate segmentation. Moreover, the motion of the target person is often confined to simple movements with limited occlusions. In addition, assumptions such as known initial position and posture of the person are usually imposed in tracking processes.

BACKGROUND

The first step towards human tracking is the segmentation of human figures from the background. This problem is usually addressed either by exploiting the temporal relation between consecutive frames (e.g., background subtraction (Sato & Aggarwal, 2001), optical flow (Okada, Shirai & Miura, 2000)), by modeling the image statistics of human appearance (Wren, Azarbayejani, Darrell & Pentland, 1997) or by exploiting the human shape (Leibe, Seemann & Schiele, 2005). Efficient texture-based methods for modeling the background and detecting moving objects from a video sequence have been developed as well (Heikkila & Pietikainen, 2006), while some other recent research copes with the problem of occlusions (Capellades, Doermann, DeMenthon & Chellappa, 2003). The output of the segmentation, which could be edges, silhouettes, blobs, and so forth, comprises the basis for feature extraction.

Feature correspondence is established in order to track the subject. Tracking through consecutive frames commonly incorporates prediction of movement, which ensures continuity of motion especially when some body parts are occluded. For example, when a person is walking there are some moments when one of the legs occludes the other. Furthermore, there are scenes with multiple persons occluding one another. Depending on the scene and the chosen methodology, some techniques try to determine the precise movement of each body part (Sidenbladh, Black, & Sigal, 2002), while other techniques focus on tracking the human body as a whole (Okada, Shirai & Miura, 2000). Tracking may be classified as 2D or 3D. 2D tracking consists in following the motion in the image plane either by exploiting low-level image features or by using a 2D human model. 3D tracking aims at obtaining the parameters, which describe body motion in three dimensions. The 3D tracking process, which estimates the motion of the body parts, is inherently connected to 3D human pose recovery.

3D pose recovery aims at defining the configuration of the body parts in the 3D space and estimating the orientation of the body with respect to the camera. This work will mainly focus on model-based techniques, since they are usually used for 3D reconstruction. Model-based techniques rely on a mathematical representation of human body structure and motion dynamics. The 3D pose parameters are commonly estimated by iteratively matching a set of image features extracted from the current frame with the projection of the
model on the image plane. Thus, 3D pose parameters are determined by means of an energy minimization process.

Instead of obtaining the exact configuration of the human body, human motion recognition consists in identifying the action performed by a moving person. Most of the proposed techniques focus on identifying actions belonging to the same category. For example, the objective could be to recognize several aerobic exercises or tennis strokes or some everyday actions such as sitting down, standing up, walking, running, or skipping.

Next, some of the most recent approaches addressing human motion tracking and 3D pose recovery are presented, while the following subsection introduces some whole-body human motion recognition techniques. Previous surveys of vision-based human motion analysis have been carried out by Cédras and Shah (1995), Aggarwal and Cai (1999), Gavrila (1999), Moeslund and Granum (2001), and Moeslund, Hilton, and Kruger (2006).

This overview presents briefly some of the techniques developed during the last years. The outline of this work is as follows. Firstly, a survey about human motion tracking and 3D pose recovery is given. Next, human motion recognition is introduced; following, a summary of some application works is presented. Finally, a section with future trends and conclusions is introduced.

### HUMAN MOTION TRACKING AND 3D POSE RECOVERY

Tracking relies either on monocular or multiple camera image sequences. Using monocular image sequences is quite challenging due to occlusions of body parts and ambiguity in recovering their structure and motion from a single perspective view (different configurations have the same projection). On the other hand, single camera views are more easily obtained and processed than multiple camera views. In the following table, some recent techniques using only one camera are presented.

In contrast to single-view approaches, multiple camera techniques are able to overcome occlusions and depth ambiguities of the body parts, since useful motion information missing from one view may be recovered from another view. The following table presents some recent approaches using multiple cameras.

Some currently published papers specifically tackle the pose recovery problem using multiple sensors. In Mikic, Trivedi, Hunter, and Cosman (2001) a 3D voxel reconstruction of the person’s body is computed from silhouettes extracted from four cameras. Body parts are located sequentially from the voxel data. Consistency with an articulated body model is guaranteed by feeding measurements to

<table>
<thead>
<tr>
<th>Authors</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sminchisescu and Triggs (2001)</td>
<td>A 3D human body model, consisting of tampered superellipsoids, is fitted on the image features by means of an iterative cost function optimization scheme. A multiple-hypothesis approach with the ability of escaping local minima in the cost function is proposed.</td>
</tr>
<tr>
<td>Ning, Tan, Wang, and Hu (2004)</td>
<td>An approach to tracking walking human based on both body model and a motion model (learnt from semiautomatically acquired training data), in a CONDENSATION framework. A pose evaluation function combining boundary and region information is proposed. Automatic acquisition of initial model pose and recovery from severe failures are addressed.</td>
</tr>
<tr>
<td>Antonini, Martinez, Bierlaire, and Thiran (2006)</td>
<td>Image processing methods are combined with behavioral models for pedestrian dynamics in a detection/tracking system. Behavioral models are used to find globally coherent trajectories. Pedestrian detection is based on the behavior rather than appearance.</td>
</tr>
<tr>
<td>Liu and Chellappa (2007)</td>
<td>An articulated model of a real human body consisting of ellipsoids connected by joints is used. Motion in a video sequence is observed using optical flow. Optical flow using scaled orthographic projection relates the spatial-temporal intensity change of the sequence to the motion parameters.</td>
</tr>
<tr>
<td>Caillette, Galata, and Howard (2007)</td>
<td>A 3D human body tracker, build upon the Monte-Carlo Bayesian framework, is capable of handling fast and complex motions in real-time. Novel prediction and evaluation methods improving the robustness and efficiency of the tracker are proposed. The tracker is also capable of automatic initialisation and self-recovery.</td>
</tr>
</tbody>
</table>

---

**Table 1. Monocular systems**