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ABSTRACT
This chapter presents the design and development of a hardware based architecture of Evolutionary Algorithm for solving both the unimodal and multimodal fixed point real parameter optimization problems. Here a modular architecture has been proposed to provide a tradeoff between real time performance and flexibility and to work as a resource efficient reconfigurable device. The evolutionary algorithm used here is Genetic Algorithm. Prototype implementation of the algorithm has been performed on a system-on-chip field programmable gate array. The notable feature of the architecture is the capability of optimizing a wide class of functions with minimum or no change in the synthesized hardware. The architecture has been tested with ten benchmark problems and it has been observed that for different optimization problems the synthesized target requires maximum of 5% logic slice utilization, 2% of the available block RAMs and 2% of the DSP48 utilization in Xilinx Virtex IV (ML401, XC4VLX25) board.

INTRODUCTION
A large number of real world problems like asset allocation, best possible resource utilization, automated system design and operation etc. require decision making process for future evolution of the system under uncertainty. However, in stochastic environment, the problem of decision making involves multiple sub problems like system identification, state estimation and generation of optimal control. Many of
these modules require the formulation of mathematical models of the process to be controlled and take aid of several optimization algorithms. Also in various fields of engineering and technology like civil, mechanical, chemical, electronic design automation, VLSI, control, machine learning, signal processing etc. mathematical optimization is applied to find optimal solutions. The optimization problem is generally formulated by representing the different situation of the real world problem in mathematical terms. The possible solutions are represented as the decision variables; the limits of the decision variables are indicative to the range of the solution search space. The objective function is defined, which is usually a function of the decision variables, and its value is required to be optimized (minimized or maximized) to obtain optimum performance of the system satisfying the defined constrains. The unconstrained problems are formulated and optimized without any such constraints.

The standard form of an optimization problem can be defined as follows:

\[
\min f_0(x)
\]

Subject to

\[
f_i(x) \leq 0, \quad i = 1, \ldots, m
\]
\[
h_i(x) = 0, \quad i = 1, \ldots, p
\]

Here, function, \( f_0 : \mathbb{R}^n \to \mathbb{R} \) is called the cost function or the objective function; the functions \( f_i : \mathbb{R}^n \to \mathbb{R} \), \( i = 1, \ldots, m \), are the inequality constraint functions; and, the functions \( h_i : \mathbb{R}^n \to \mathbb{R} \), \( i = 1, \ldots, p \), are the equality constraint functions; \( x = \{x_1, \ldots, x_n \} \) is a vector called the optimization variable of the problem.

A vector \( z \) is said to be feasible if it satisfies all the equality and inequality constraints:

\[
f_1(z) \leq 0, \ldots, f_m(z) \leq 0;
\]

and

\[
h_1(z) = 0, \ldots, h_p(z) = 0;
\]

A particular vector \( x^* \) is called as the optimal solution if it has the optimal objective value among all the feasible vectors:

\[
f_0(z) \geq f_0(x^*);
\]

An optimization problem is said to be unconstrained if \( m = p = 0 \).

The task of solving a problem is to find out an acceptable solution, if not be the best one. The search for the better solution is carried out amongst all feasible solutions. The fitness values of the feasible solutions constitute the search space. Thus we search the minimum or maximum point in the search space that represents the better solution to the problem.

Various algorithms (Back, 1996; Holland, 1975; Goldberg, 1989) have been developed for solving the different classes of optimization problems (Boyd & Vandenberghe, 2004). The difficulty of solving the problems depends on the forms and number of constraints, objective functions and variables of the