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ABSTRACT

The goal of this chapter is a description of the time series. This chapter will review techniques that are useful for analyzing time series data, that is, sequences of measurements that follow non-random orders. Unlike the analyses of random samples of observations that are discussed in the context of most other statistics, the analysis of time series is based on the assumption that successive values in the data file represent consecutive measurements taken at equally spaced time intervals. There are two main goals of time series analysis: (a) identifying the nature of the phenomenon represented by the sequence of observations, and (b) forecasting (predicting future values of the time series variable). Both of these goals require that the pattern of observed time series data is identified and more or less formally described. Once the pattern is established, we can interpret and integrate it with other data.

INTRODUCTION

Many statistical methods relate to data which are independent, or at least uncorrelated. There are many practical situations where data might be correlated. This is particularly so where repeated observations on a given system are made sequentially in time. (Reiner, 2010)

Data gathered sequentially in time are called a time series.
The analysis of these experimental data that have been observed at different points in time leads to new and unique problems in statistical modeling and inference. The obvious correlation introduced by the sampling of adjacent points in time can severely restrict the applicability of the many conventional statistical methods traditionally dependent on the assumption that these adjacent observations are independent and identically distributed. The systematic approach by which one goes about answering the mathematical and statistical questions posed by these time correlations is commonly referred to as time series analysis.

Historically, time series methods were applied to problems in the physical and environmental sciences. This fact accounts for the basic engineering flavor permeating the language of time series analysis. The first step in any time series investigation always involves careful scrutiny of the recorded data plotted over time.

Before looking more closely at the particular statistical methods, it is appropriate to mention that two separate, but not necessarily mutually exclusive, approaches to time series analysis exist, commonly identified as the time domain approach and the frequency domain approach. ()

A time series is a set of statistics, usually collected at regular intervals. Time series data occur naturally in many application areas:

- **Economics and Finance**: E.g., monthly data for unemployment, hospital admissions, daily exchange rate, a share price, etc. (Barro, 1987).
- **Environmental Modelling**: E.g., daily rainfall, air quality readings.
- **Meteorology and Hydrology**: E.g., weather forecast.
- **Demographics**: E.g., population development.
- **Medicine**: E.g., ECG brain wave activity every 2–8 secs.
- **Engineering and Quality Control.

**Example 1: New York Stock Exchange**
(Brockwell, 2002; Shumway, 2015)

Figure 1 shows the daily returns (or percent change) of the New York Stock Exchange (NYSE) from February 2, 1984 to December 31, 1991. It is easy to spot the crash of October 19, 1987 in Figure 1. The data shown in Figure 1 are typical of return data. The mean of the series appears to be stable with an average return of approximately zero, however, the volatility (or variability) of data changes over time. In fact, the data show volatility clustering; that is, highly volatile periods tend to be clustered together. A problem in the analysis of these type of financial data is to forecast the volatility of future returns. For example, GARCH models have been developed to handle these problems.
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