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ABSTRACT
Network Overview, Discovery and Exploration for Excel (NodeXL Basic) enables the extraction of “user” (entity), “video” (content), and pseudo multi-modal networks from YouTube. This open-source add-on to NodeXL captures a wide range of data, enables data processing for analysis, and then visualization in a variety of graphs (based on different layout algorithms). This chapter summarizes some of the “askable” questions using this approach. Various types of data extractions are shared to give a sense of the breadth of some approaches, including the following: (1) entities, (2) in-world phenomena, (3) imaginary phenomena, (4) themes, (5) reputations by name, (6) genres, (7) language-specific phenomena, and (8) location-specific phenomena.

INTRODUCTION
The work of this chapter overlapped with the ten-year anniversary of the start of YouTube. In the lore, the first YouTube video ever posted was titled “Me at the zoo” (by YouTube co-founder Jawed Karim); in the decade since, the historic video “in praise of elephants” as racked up almost 20 million views (Newcomb, Apr. 23, 2015). As a social media platform, YouTube is a formidable and dominant player, with billions of video views daily and presences across the globe. YouTube is “the world’s second-largest search engine next to Google” (Rogers & Krishnan, 2014, p. 84). The functioning of the site depends in part on the collection of various text-based metadata about the videos, and the collection of user- and video- relationship data.
This metadata and trace data may be extracted and visualized through NodeXL (Network Overview, Discovery and Exploration for Excel), a free and open-source add-on to Excel. The structuring of user networks, video networks, and two-mode / multi-mode networks, enables insights about the users of the
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social media platform, the video contents, and other information that would otherwise be latent or hidden. Various types of data extractions (based on topics that were contemporaneous at the time of the data extraction) are shared here to give a sense of the breadth of some approaches. This chapter will address some of the types of questions that may be asked using this research tool and some of the embedded methodologies. Real-world examples using empirical data were used and include some of the following types of seeding contents to extract the data and networks from YouTube, including the following:

1. Entities,
2. In-world phenomena,
3. Imaginary phenomena,
4. Themes,
5. Reputations by name,
6. Genres,
7. Language-specific phenomena, and
8. Location-specific phenomena.

This list is a partial one only and is meant to be used to potentially inspire reader ideas for research. This chapter includes a selective summary of some of the academic research about YouTube, examples of “video,” “user,” and two-mode networks extracted from YouTube, some of the “askable” questions using this software add-on, and an overview of the two YouTube-based data extraction and modeling features of the NodeXL tool.

One Caveat about the Data Visualizations

The data visualizations here include the use of some colors that may be less readable when processed in black-and-white and in paper format. The electronic versions of this chapter will likely read much more clearly than the print version. The electronic version would also enable zooming in for close-in analysis.

A SELECTIVE REVIEW OF THE LITERATURE

Founded in February 2005 and purchased by Google in October 2006, YouTube was designed initially as a platform for people to broadcast themselves. Since then, it has become the premiere video-sharing site in the world, with localization in 75 countries and availability in 61 languages. Some 300 hours of video are uploaded to YouTube every minute (Newcomb, Apr. 23, 2015). This video-sharing platform itself is a sophisticated one. It has an automated and built-in system to detect contravention of copyright or intellectual property rights—in text, audio, visual, video, and multimedia forms. [Its Content ID program enables the protection of copyright for text, audio, and video—and the company has paid out $1 billion since 2007 to those who monetized their copyright claims (“Statistics,” 2015)]. Since 2009, it has integrated a built-in machine-based speech-recognition tool to enable audio-to-text annotation (in ten different languages), which works in a complementary way to human corrected transcription for timed text captioning. YouTube uses owner-uploaded video transcripts to generate additional semi-supervised training data and deep neural networks acoustic models with large state inventories, according to Google researchers (Liao, McDermott, & Senior, 2013, p. 368).