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ABSTRACT

Data clustering has been an integral and important part of data mining. It has wide applications in database anonymization, decision making, image processing and pattern recognition, medical diagnosis and geographical information systems, only to name a few. Data in real life scenario are having imprecision inherent in them. So, early crisp clustering techniques are very less efficient. Several imprecision based models have been proposed over the years like the fuzzy sets, rough sets, intuitionistic fuzzy sets and many of their generalized versions. Of late, it has been established that the hybrid models obtained as combination of these imprecise models are far more efficient than the individual ones. So, many clustering algorithms have been put forth using these hybrid models. The focus of this chapter is to discuss on some of the data clustering algorithms developed so far and their applications mainly in the area of decision making.

On an important decision one rarely has 100% of the information needed for a good decision no matter how much one spends or how long one waits. And, if one waits too long, he has a different problem and has to start all over. This is the terrible dilemma of the hesitant decision maker. -Robert K. Greenleaf
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INTRODUCTION

A cluster is a collection of data elements that are similar to each other but dissimilar to elements in other clusters. A vast amount of data is generated and made available across multiple sources. It is practically impossible to manually analyze the myriad of data and select the data that is required to perform a particular task. Hence, a mechanism that can classify the data according to some criteria in which only the classes of interest are selected and rests are rejected is essential. Clustering techniques are applied in the analysis of statistical data used in fields such as machine learning, pattern recognition, image analysis, information retrieval, and bioinformatics and is a major task in exploratory data mining (Bezdek & Pal, 1998; Tou & Gonzalez, 1974). A wide number of clustering algorithms have been proposed to suit the requirements in each field of its application.

SETS

The notion of a set is not only basic for the whole mathematics but it also plays an important role in natural language. Sets include collections of various objects of interest, e.g., collection of books, paintings, people etc. The notion of set was proposed by G. Cantor in 1883. It was not free from controversies like that of B. Russel which questioned the definition of a set proposed by Cantor as a collection of distinct and distinguishable elements. Intuitively a set can be defined as a well-defined collection of objects called elements.

Rough Sets

A rough set, first described by a Polish computer scientist Z. Pawlak (1982), is a formal approximation of a crisp set (i.e., conventional set) in terms of a pair of sets which give the lower and the upper approximation of the original set. In the standard version of rough set theory, the lower- and upper-approximation sets are crisp sets, but in other variations, the approximating sets may be fuzzy sets.

Definition of a Rough Set

A set X in a universal set U is considered to be rough or not with respect to an equivalence relation P defined over U. Since P is an equivalence relation, it decomposes U into nonempty disjoint equivalence classes. These equivalence classes are called the categories and are the granules of knowledge induced by P over U. The equivalence class of an element x with respect to P is denoted by \([x]_P\). By U/P, the set of equivalence classes generated by P over U is represented.

Pair of crisp sets is associated with any set X in U with respect to P and are called the P-lower approximation of X and P-upper approximation of X. They are denoted by \(P_X\) and \(\overline{P_X}\) respectively, and defined as

\[
P_X = \{x \mid [x]_P \subseteq X\}
\]

\[
\overline{P_X} = \{x \mid [x]_P \cap X \neq \phi\}
\]