INTRODUCTION

The act of modeling concurrent distributed systems is not a trivial task. Besides, when mobility is added to the scenario, things get worse because of new problems like variations in the communication conditions and remote execution. An important thing to be considered is how to analyze these mobile agent-based systems in order to validate and improve them.

An interesting tool to verify such systems is named Petri net. Petri net, or simply PN, is a powerful formal, graphical, and executable tool commonly used for verifying communication protocols and concurrent systems. A variant of Petri net, named RPOO (Guerrero, 2002)—Object Oriented Petri net, brings all the advantages of Petri nets and object-oriented semantics and puts them together. This union produces a new tool, with the formal semantics of Petri net models and the object-oriented semantics of some programming languages, like C++ and Java. This makes the semantics of formal behavior models closer to the semantics of those programming languages. With this, formal models of programs are built easier than with classical Petri nets. Besides, a closer model, speaking about semantics, is used to verify and analyze mobile agent design patterns which gives a more trusted verification.

This article presents the formalization and analysis of three migration design patterns—itinerary, star-shaped, and branching—done by using of RPOO. A brief comparison between RPOO models and classical Colored Petri net (Jensen, 1992, 1997) models is also briefly presented.

BACKGROUND

Mobile Agent Migration Design Patterns

In this article we consider three migration design patterns proposed in Tahara, Ohsuga, and Honiden (1999): itinerary, star-shaped, and branching patterns. In the sequence we detail each pattern. We used a message sequence diagram to show an overall picture of the design patterns.

Itinerary

This pattern provides a way to execute the migration of an agent, which will be responsible for executing a given job in remote hosts. The agent receives an itinerary on the source agency, indicating the sequence of agencies it should visit. Once in an agency, the agent executes its job locally and then continues on its itinerary. After visiting the last agency, the agent returns to its source agency. This pattern is a good solution to agents that need to execute sequential jobs. In Guedes, Machado, and Medeiros (2003) and Medcraft (2003), case studies that apply this pattern are shown.

In Figure 1, we present a possible execution sequence for this pattern. We use a notation that is equivalent to the one presented in Klein, Rausch, Sihling, and Wen (2001). In this notation, an object is used to represent an entity that controls agents’ execution in a given agency (creation, destruction, migration) and indicates their location. Migrations are represented by message passing from one agency entity to the other. The message is labeled as MIGRATING AGENT. Before migration, agent execution is interrupted (arrow labeled as destroy()). Execution is continued in the target agency (arrow labeled as initialize()).

As we can see, there are three agencies: a SourceAgency and two search agencies (DestinationAgency1 and DestinationAgency2). Following the diagram, we see that there is an agent (ItineraryAgent) that sets its itinerary, moves to the first search agency where it executes its job, then it moves to the second one, executes the job, and returns to the source agency.

Star-Shaped

On the star-shaped pattern, the agent receives a list of agencies that it has to migrate to. Initially, the agent migrates to
the first destination agency in the list. After migration is completed, it executes the relevant job and resumes migration going back to the source agency. The agent repeats this cycle until the last agency on its list is visited. The advantage of this pattern is that the agent stores the results of its job in the source agency and does not need to migrate to the others’ agency with them. Depending on the application, the results can be shown to the user as soon as the agent stores them in the source agency. In this way, the user can already know the partial results before the agent finishes its migration through all search agencies.

In Figure 2, we can see an execution sequence for the Star-Shaped pattern. In this diagram, we have the same configuration of the sequence diagram shown for the itinerary pattern: three agencies and one agent. Following the diagram, we observe that the agent sets its itinerary and then travels to the first search agency. After executing its job, the agent returns to the source agency, where it stores the job’s result.
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