ABSTRACT

Complex systems are executed in environments with a huge number of potential situations and contingencies, therefore a mechanism is required to express dynamic variability at design-time that can be efficiently resolved in the application at run-time based on the then available information. We present an approach for dynamic variability modeling and its exploitation at run-time. It supports different developer roles and allows the separation of two different kinds of dynamic variability at design-time: (i) variability related to the system operation, and (ii) variability associated with QoS. The former provides robustness to contingencies, maintaining a high success rate in task fulfillment. The latter focuses on the quality of the application execution (defined in terms of non-functional properties like safety or task efficiency) under changing situations and limited resources. The authors also discuss different alternatives for the run-time integration of the two variability management mechanisms, and show real-world robotic examples to illustrate them.
1. INTRODUCTION

Service robots (e.g., companion, elder care, home health care, or co-worker robots) are expected to robustly and efficiently fulfill different tasks in complex environments (such as domestic, outdoor or crowded public spaces). Real-world environments are inherently open-ended and show a huge number of variants and contingencies. Thus, service robots need to know how to flexibly plan their sequence of actions in order to fulfill their tasks, taking into account changes in the environment, noisy perception and execution failures. For instance, a robot navigating in a building needs to reactively avoid dynamic obstacles in its local surrounding. Besides, it might need to reconsider its plan of how to get to its destination, e.g., in case the planned route is blocked. The management of this variability in operation provides the robot with a high degree of robustness and allows it to maintain a high success rate in task fulfillment. On the other hand, there is typically a wide range of possibilities to succeed in the same task. Among these possibilities, some might be better than others according to quality criteria defined by the designer (e.g., in terms of resource consumption, safety, performance, etc.). For instance, since robots are equipped with limited resources, they need to know how to spend them in the most appropriate way. Thus, if a robot is running out of battery, it might be a good idea to prioritize power consumption over task efficiency. The management of this variability in quality improves the overall robot execution performance.

Addressing dynamic variability in robotics software is nothing new. However, it has been traditionally managed in an ad-hoc way, that is, developers try to predict future execution conditions and implement specific mechanisms to deal with each particular situation, spreading the variability management rationale throughout their application code. Among other issues, this usually leads to increased complexity, poor reuse, and it hinders the extensibility and maintenance of the applications. Explicitly addressing variability modeling in the development processes allows expressing which of the involved stakeholders should be exposed to which variability and which stakeholder should be allowed to exploit which variability. Thus, support for variability modeling in the development process is an essential ingredient for achieving a separation of roles and concerns between the various stakeholders and also enables model reuse. Finally, when it comes to a systematic design and stepwise refinement, it is important that the decision space is defined at design-time and handed over to the run-time system. The purposefully left open variability can then be exploited by the system at run-time. This motivates our approach (Lotz et al., 2013): (i) we need to make it as simple as possible for the designer to express variability at design-time, and (ii) we need the robot to be able to autonomously bind variability at run-time, based on the then available information.

Figure 1. Design-time and run-time variability management in complex systems
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