Comparative Performance Analysis of Optimization Techniques on Vector Quantization for Image Compression
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ABSTRACT

Linde-Buzo-Gray (LBG) Vector Quantization (VQ), technically generates local codebook after many runs on different sets of training images for image compression. The key role of VQ is to generate global codebook. In this paper, we present comparative performance analysis of different optimization techniques. Firefly and Cuckoo search generate a near global codebook, but undergoes problem when non-availability of brighter fireflies and convergence time is very high respectively. Hybrid Cuckoo Search (HCS) algorithm was developed and tested on four benchmark functions, that optimizes the LBG codebook with less convergence rate by taking McCulloch’s algorithm based levy flight and variant of searching parameters. Practically, we observed that Bat algorithm (BA) peak signal to noise ratio is better than LBG, FA, CS and HCS in between 8 to 256 codebook sizes. The convergence time of BA is 2.4452, 2.734 and 1.5126 times faster than HCS, CS and FA respectively.

KEYWORDS

Bat Algorithm (BA), Cuckoo Search Algorithm (CS), Firefly Algorithm (FA), Hybrid Cuckoo Search Algorithm (HCS), Linde-Buzo-Gray (LBG), Vector Quantization

INTRODUCTION

Image data compression is concerned with minimization of the number of information carrying units used to represent an image. Due to the advances in various aspects of digital electronics like image acquisition, data storage and display, many new applications of the digital imaging have emerged over the past decade. However, many of these applications are not widespread because of required large storage space. As a result, the image compression grew tremendously over the last decade. Image compression plays a significant role in multimedia applications like mobile, internet browsing, fax and so on. Now a day’s establishment of image compression techniques with excellent reconstructed image quality is the crucial and challenging task for researchers. The image compression is aimed to transmit the image with lesser bitrates. The way to image compression is identification of redundancies.
in image, better encoding techniques and transformation techniques. The primary image compression was JPEG introduced by the group of Joint Photographic Expert Group (Karri et al., 2015). Now a day’s quantization is a powerful and efficient tool for image compression, it is non-transformed compression technique and was introduced for lossy compression. Quantization is of two types: scalar quantization and vector quantization. The main aim of vector quantization is to design an efficient codebook. A codebook contains a group of codewords to which input image vector is assigned based on the minimum Euclidean distance. The primary and most used vector quantization technique was Linde Buzo Gray (LBG) algorithm (Linde et al., 1980). LBG algorithm is simple, adaptable and flexible, but it suffers with local optimal problem. It produces a local optimal solution but, does not guarantee the best global solutions. LBG algorithm final solution depends on initial codebook which is generated randomly (Patane & Russo, 2002). A quad tree (QT) decomposition algorithm allows VQ with variable block size by observing homogeneity of local regions (Hu & Chang, 2000). But Sasazaki et al. observed that complexity of local regions of an image is more essential than the homogeneity (Kazuya et al., 2008). They proposed a vector quantization of images with variable block size by quantifying the complex regions of the image using local fractal dimensions (LFDs). Tsolakis et al. proposed a Fuzzy vector quantization for image compression based on competitive agglomeration and a novel codeword migration strategy (Dimitrios et al., 2012). George et al. proposed an improved batch fuzzy learning vector quantization for image compression (George et al., 2008). Dorin & Richard (2002) proposed an image coding using transform vector quantization with a training set synthesis by means of best-fit parameters between input vector and codebook. Wang & Juan (2008) observed that image compression is performed with transformed vector quantization. In this technique, image to be quantized is transformed to wavelet domain with discrete wavelet transform (DWT). A novel Vector Quantization (VQ) technique is proposed to encode wavelet decomposed image using Modified Artificial Bee Colony (ABC) optimization algorithm (M. Lakshmi et al., 2016). Image compression is achieved by sing vector quantization and hybrid wavelet transform. Image is converted to transform domain using hybrid wavelet transform and few low frequency coefficients are retained to achieve good compression (Kekre et al., 2016).

Recently soft computing techniques are grown in fields of engineering and technological problems. Rajpoot designed a codebook by using an ant colony system (ACS) algorithm (Rajpoot et al., 2004). Tsaia et al. proposed a fast ant colony optimization for codebook generation by observing the redundant calculations (Tsaia et al., 2013). In addition, particle swarm optimization (PSO) vector quantization (Chen et al., 2005) outperforms LBG algorithm which is based on updating the global best (gbest) and local best (lbest) solution. The Feng et al. shows that evolutionary fuzzy particle swarm optimization algorithm (Feng et al., 2007) has better global codebook than LBG learning algorithms. Quantum particle swarm algorithm (QPSO) was proposed by Wang et al. to solve the 0-1 knapsack problem. The QPSO performance is better than PSO; it computes the local point from the pbest and gbest for each particle and updates the position of the particle by choosing appropriate tuning parameters u and z. Chang et al. proposed a tree structured vector quantization for fast codebook design with the help of triangle inequality and to achieve efficient codewords. Yu-Chen et al., (2008) proposed a fast codebook search algorithm based on triangular inequality estimation. Horng & Jiang (2011) applied honey bee mating optimization algorithm for Vector quantization. The HBMO-LBG has high quality reconstructed image and better codebook with small distortion compare to PSO-LBG, QPSO-LBG and LBG algorithm. Horng (2012) applied a firefly algorithm (FA) to design a codebook for vector quantization. The firefly algorithm has become an increasingly important tool of swarm intelligence that has been applied in almost all areas of optimization, as well as engineering practice. Firefly algorithm is encouraged by social activities of fireflies and the occurrence of bioluminescent communication. Fireflies with lighter intensity values are moving towards the brighter intensity fireflies and if there are no brighter fireflies then it moves randomly.
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