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ABSTRACT

This paper indicates special aspects of using vector auto-regression models to forecast rates of basic macroeconomic indicators in short term. In particular, traditional vector auto-regression model, Bayesian vector auto-regression model and factor augmented vector auto-regression model are shown. For parameter estimation of these models the author uses time series of Kazakhstani macroeconomic indicators between 1996 and 2015 quarterly. In virtue of mean-root-square error prediction the conclusion of optimal model is going to be chosen.
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1. INTRODUCTION

For the effective monetary policy Central banks concern to improve methodology of shirt-run and long-run prediction of macroeconomic indicators. As we know, monetary policy influences to the economy after some period of time. For this reason decision makers in the monetary policy have to concern what are going to be happened with rates of macroeconomic indicators in the future. That’s why Central banks develop structural models of equilibrium which explain structural changes in the economy as well as for long-term prediction. On the other hand, it is known that for the long-run rates of macroeconomic indicators shirt-run variation is very important as eventually shirt-run variations formulate the long-run trend. Consequently, practical using of shirt-term forecasting has a special importance for the long-run prediction. The experience of Central banks shows that for the shirt-run forecasting of macroeconomic indicators it is very advisable to use econometric models based on time series analysis, in particular vector auto-regression.

This study examines three common-used in practice short-term vector auto-regression models: unrestricted vector auto-regression (VAR), Bayesian vector auto-regression (BVAR) and factor augmented vector auto-regression (FAVAR). These vector auto-regression models are very from each other. Thus, for VAR model we can use small number of time series, whereas in contrast FAVAR model can be used by large number of time series. Secondly, VAR model has no limitations, BVAR model has limits. Thirdly, FAVAR model, as distinguished from VAR and BVAR, besides time series also includes variation of principal components. The calculation of principal components usually is based on co-variation (or correlation) matrix of initial time series and, what is more, the number of calculated principal components is considerably smaller than number of time series. There are so many calculations methods of principal components in the econometric theory among which common algorithms are static algorithm (Stock & Watson, 2002) and two-dynamic algorithm from Forni, Hallin, Lippi & Reichlin (2005), and from Doz, Giannone & Reichlin (2011, 2012). In this
study, the combination of static algorithm (Stock & Watson, 2002) and dynamic algorithm from Doz, Giannone & Reichlin (2011, 2012) is used.

For the estimation of above models we used the time series of Kazakhstani macroeconomics indicators from 1996 to 2014 (quarterly). Some of macroeconomic time series are put on initial statistical elaboration, in particular, some of time series had been taken to the logarithm, seasonally fitted and their first differences are taken to account.

The main objective of this study is on the basis comparison analysis of forecasting properties of each model to find an optimal one, which will be relevant as regards minimization error mean square for the prediction of macroeconomic indicators’ rates in Kazakhstan. To find an optimal model we make experiments on the basis given time series. The point of these experiments is: total number of experimental observation we divide by two and then first part of observation we use for the estimation different models of vector auto-regression, and second part of observations use to compare with obtained forecasts of each vector auto-regression model. Generating forecasts of each vector auto-regression model made by recursion scheme regression observations. And the vector auto-regression model, which minimizes indicator of mean-root-square error of the forecast, shall be taken to be optimal.

This paper consists of 6 parts. The second part is a literature review of main vector auto-regression models. There is a general description of static and dynamic algorithms to calculate principal components. In the third part the characteristics and results of primary data processing are shown. The information about sources of primary data and used computer techniques are delivered as well. In the fourth part of the study there is a discussion about subject-matter of the regression experiment recursion scheme. And finally, in the fifth part the results of comparative analysis of different vector auto-regression models are obtained as well as the most optimal model of forecasting is given as a recommendation to the policy makers in the last part.

2. LITERATURE REVIEW

In econometric theory there are three common used vector auto-regression models. Let’s start with vector auto-regression model without any limitations:

\[ y_t = c + A_1 y_{t-1} + A_2 y_{t-2} + \ldots + A_m y_{t-m} + v_t \]  

where \( y_t \) is a vector of primary variables with size \( n \times 1 \), \( c \) is a vector of constant coefficient with size \( n \times 1 \), \( A_1, A_2, \ldots, A_m \) are matrixes of estimated parameters with size \( n \times n \) for the different time series \( l=1, 2, \ldots, m \), and \( v_t \) is an error of vector model with size \( n \times 1 \), \( v_t \sim N \left( 0, \sigma^2 I_{n \times n} \right) \).

The parameters of vector auto-regression model without limitations can be estimated by least-square method (Hamilton 1994). Note that in the vector auto-regression model without limitations we need to estimate a considerable amount of unknown parameters (mainly when \( m>1 \)). As a rule, the problem with over-parameterization of vector auto-regression model can cause bias of the estimator thereby causes increasing mean-root-square of the forecast (Gupta & Kabundi 2009a, 2009b).

To solve this over-parameterization problem econometric theory offers alternative algorithm for the estimation based on Bayesian method. The point of this method (BVAR) is when time series increases estimated parameters reset to zero. In this case, BVAR model is a model with limitations. Limitations for the model parameters are made on the basis a priori information about normal distribution of the parameters with zero population mean and with declining mean-square deviation. The exception is only the parameter on the first lag dependent variable which population mean is equal to one. This method was suggested by Litterman (1981). So, generalizing this scheme we can draw following conclusions:
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