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ABSTRACT

This paper discusses the effect of classification in estimating the amount of effort (in man-days) associated with code development. Estimating the effort requirements for new software projects is especially important. As outliers are harmful to the estimation, they are excluded from many estimation models. However, such outliers can be identified in practice once the projects are completed, and so they should not be excluded during the creation of models and when estimating the required effort. This paper presents classifications for embedded software development projects using an artificial neural network (ANN) and a support vector machine. After defining the classifications, effort estimation models are created for each class using linear regression, an ANN, and a form of support vector regression. Evaluation experiments are carried out to compare the estimation accuracy of the model both with and without the classifications using 10-fold cross-validation. In addition, the Games-Howell test with one-way analysis of variance is performed to consider statistically significant evidence.
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INTRODUCTION

The growth and expansion of our information-based society has resulted in an increasing number of information products. In addition, the functionality of these products is becoming ever more complex (Hirayama, 2004; Takagi 2003). Guaranteeing the quality of software is particularly important, because this relates to reliability. It is, therefore, increasingly important for corporations that develop embedded software to realize efficient methods while guaranteeing timely delivery, high quality, and low development costs (Boehm, 1976; Komiyama, 2003; Nakashima, 2004; Ogasawara & Kojima, 2003; Takagi 2003; Tamaru, 2004; Ubayashi, 2004; Watanabe, 2004). Companies and divisions involved in the development of such software are focusing on a variety of improvements, particularly in their processes. Estimating the amount of effort (man-days cost) required for new software projects and guaranteeing product quality are especially important, because the amount of effort is directly related to cost and the product quality affects the reputation of the corporation. In the field of embedded software, there have been various studies on development techniques, management techniques, tools,
testing techniques, reuse techniques, real-time operating systems, and other elements. However, there has been little research on the relationships among the scale of the development, amount of effort, and number of errors based on data accumulated from past projects. Previously, we investigated the estimation of total effort and errors using an artificial neural network (ANN), and showed that ANN models are superior to regression analysis models for estimating effort and errors in new projects. We proposed a method to estimate intervals for the number of errors using a support vector machine (SVM) and an ANN. These models were created with data that excluded outliers. The outliers can be identified in practice once the projects have been completed, and so they should not be excluded during the creation of models and when estimating the effort required. This paper presents classifications for embedded software development projects based on whether the amount of effort is an outlier or not using an ANN and an SVM. After the classification stage, we establish effort estimation models for each class using linear regression (LR), an ANN, and ε-support vector regression (ε-SVR). Evaluation experiments are carried out to compare the estimation accuracy of the model both with and without classification using 10-fold cross-validation and by applying the Games-Howell test with one-way analysis of variance (ANOVA).

The rest of this paper is organized as follows. First, we explain the related works. Second, we show datasets used in this paper. After that, we place our work and evaluation experiments. As a result, we conclude the paper.

RELATED WORKS

Support Vector Regression

SVR uses the same principles as SVM for classification, albeit with a few minor differences. The ε-SVR (Alex & Bernhard, 2004) regression method uses an ε-insensitive loss function to solve regression problems. This approach attempts to find a continuous function in which as many data points as possible lie within the ε-wide insensitivity tube. ε-SVR is used to estimate the amount of effort required for software projects (Oliveira, 2006). This approach has been tested using the well-known NASA software project dataset (John & Victor, 1981; Shin & Goel, 2000). However, these studies did not investigate the parameters of ε-SVR. The effectiveness of the SVM (and SVR) using the resulting continuous function depends on the kernel parameter (Γ) and soft margin parameter (C) (Cortes & Vapnik, 1995). In addition, the value of ε affects the estimations given by ε-SVR.

We proposed a three-dimensional grid search to find the most appropriate combination of these parameters (Iwata, Liebman, Stone, Nakashima, Anan & Ishii, 2015). Our method improved the mean magnitude of relative error (MMRE, see Equation (3) in the section “Evaluation Criteria”) from 0.165 (Cortes & Vapnik, 1995) to 0.149 using leave-one-out cross-validation (Shin & Goel, 2000).

Artificial Neural Networks

In earlier papers, we showed that ANN models are superior to regression analysis models for estimating the effort and errors in new projects (Iwata, Nakashima, Anan & Ishii, 2008). In addition, we proposed a method for reducing the margin of error (Iwata, Nakashima, Anan & Ishii, 2010; Iwata, Liebman, Stone, Nakashima, Anan & Ishii, 2015). However, outliers are excluded during the creation of the models, because they may be detrimental to performance. These outliers can be identified in practice once the projects have been completed, and so they should not be excluded from the model creation process or when estimating the amount of effort.

Our Contribution

The above algorithms have a certain level of estimation accuracy for data in which outliers are excluded. The outliers negatively affect the estimation, but cannot be detected before the projects have been completed. Therefore, in this paper, we propose a two-step method for reducing the
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