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ABSTRACT

The living mechanism has limited life in nature; it will age and die with time. This article describes that during the progressive process, the aging mechanism is very important to keep a swarm diverse. In the quantum behavior particle swarm (QPSO) algorithm, the particles are aged and the algorithm is prematurely convergent, the self-renewal mechanism of life is introduced into QPSO algorithm, and a leading particle and challengers are introduced. When the population particles are aged and the leading power of leading particle is exhausted, a challenger particle becomes the new leader particle through the competition update mechanism, group evolution is completed and the group diversity is maintained, and the global convergence of the algorithm is proven. Next in the article, twelve Clement2009 benchmark functions are used in the experimental test, both the comparison and analysis of results of the proposed method and classical improved QPSO algorithms are given, and the simulation results show strong global finding ability of the proposed algorithm. Especially in the seven multi-model test functions, the comprehensive performance is optimal.
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1. INTRODUCTION

The Particle Swarm Optimization (PSO) was proposed by Kennedy et al in the breeding behavior of simulated birds and fish in 1995 (Kennedy et al.,1995). In the evolution of the algorithm, the group shares the optimal position information (A. Manju, et al.,2014). Under the guidance of the swarm optimal position information and its own optimal information, the self-speed and position are updated by searching the multi-dimensional solution space (Zhang et al., 2016; Wu et al., 2016), and the candidate space solution is continuously followed and compared (Hao et al., 2016). And finally, the optimal solution or local optimal solution of the problem are found. In particle swarm algorithm, there are the characteristics of simple evolutionary equation, good searching ability and fast convergence speed. Particle swarm algorithm has been successfully applied in many aspects since it has been put forward. But the PSO algorithm itself is not a global optimization algorithm (Van Den Bergh, 2001), many scholars have done a lot of research work (Fang et al., 2010), they also put forward some improvement methods, and some improvement effects have been achieved (Chen et al.,
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2013; Campos et al., 2014). On the basis of deeply studying the evolution process of social intelligent groups, Sun et al. analyzed the mechanism of particle swarm optimization algorithm, the quantum theory was introduced to PSO algorithm, and they proposed a quantum search algorithm with global search ability (Quantum-behaved Particle Swarm Optimization, QPSO) (Sun et al., 2004; Sun et al., 2012). In QPSO algorithm, there are the characteristics of simple calculation, easy programming, less control parameters, and it has attracted the attention and research of many scholars in the related fields at home and abroad. The average value is calculated by QPSO optimal algorithms, Xi et al. introduced the nonlinear weight coefficient according to the merits of the particle, and the optimization ability of the algorithm was improved (Xi et al., 2008). Sun et al. gave the particle behavior analysis and parameter selection method of QPSO algorithm (Sun et al., 2012). In the QPSO algorithm, the mutation operator is introduced to improve the global search ability of the algorithm (Fang et al., 2009). At the same time, the QPSO algorithm is also applied to many practical problems. Omkar et al. applied the QPSO algorithm to the multi-objective optimization problem of combinatorial structure (Omkar et al., 2009). Indiral et al. applied the QPSO algorithm to association rule mining (Indiral et al., 2014). At the same time, the algorithm also has been applied in the portfolio selection problem (Farzi et al., 2013).

In the group intelligence algorithm, there is always the problem of how to balance the convergence speed and the global optimization ability. Aging is the inevitable life course in the individual group of life groups. Agglomeration of particles in the group and substitution of new particles can be beneficial to the group evolutionary structure, the diversity of groups can be enhanced. QPSO algorithm is a typical swarm intelligence algorithm, the phenomenon of aging also exists in the late evolution, particles are easy to fall into the local optimal. The leader particle and the challenger particle mechanism are introduced in our article, the group self-renewal is achieved. QPSO algorithm is used to improve the diversity of the population and jump out of the local optimal area. Base on the leadership and life cycle, update rules are studied in the process of particle aging. An improved quantum particle swarm optimization algorithm (QPSO is put forward with Self-renewal mechanism (SMQPSO).

2. QUANTUM PARTICLE SWARM OPTIMIZATION (QPSO)

In the PSO algorithm, the global best position (P_best), the individual best position (P_i), the velocity information V_i of the particle, and the position information X_i are used. PSO evolution equation:

\[
v_{id}(t+1) = v_{id}(t) + c_1 r_1 (p_{id}(t) - x_{id}(t)) + c_2 r_2 (P_{gd}(t) - x_{id}(t))
\]

\[
x_{id}(t+1) = v_{id}(t+1) + x_{id}(t)
\]

Quantum Particle Swarm Optimization (QPSO): The running track of PSO algorithm particles were analyzed by Clerc (Clerc et al., 2002), he pointed out that in the PSO algorithm, if each particle can converge to its local attraction P_i = (P_{i1}, P_{i2}, ..., P_{id}), then PSO algorithm may converge. Among them:

\[
p_{id}(t) = \frac{c_1 r_1 P_{id}(t) + c_2 r_2 (P_{gd}(t))}{c_1 r_1(t) + c_2 r_2(t)}, 1 \leq d \leq D
\]
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