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ABSTRACT

In making neural networks learn nonlinear relations effectively, it is desired to have appropriate training sets. In the proposed method, after a certain number of iterations, input-output pairs having worse errors are extracted from the original training set and form a new temporary set. From the following iteration, the temporary set is applied to the neural networks instead of the original set. In this case, only pairs with worse errors are used for updating the weights until the mean value of errors decreases to a desired level. Once the learning is conducted using the temporary set, the original set is applied again instead of the temporary set. The effectiveness of the proposed approach is demonstrated through simulations using kinematic models of a leg module with a serial link structure and an industrial robot.

INTRODUCTION

For example, when designing a leg module with a serial link structure as shown in Fig. 1 for a multi-legged robot used in mechatronics education, first of all, its inverse kinematics problem must be solved. Up to now, biomimetic artificial neural network approaches have been devoted to robotic inverse kinematics problems. The neural network technique mimicking the human grain is known as one of the important results in biomedical engineering. In this first section, several related researches that challenged to solve inverse kinematics problems of manipulators or mechatronics systems are surveyed. Mao and
Hsia proposed a neural network approach to solve the inverse kinematics of redundant robot manipulators in an environment with obstacles (Mao 1997), in which only the knowledge of the robot forward kinematics functions was required and the neural network was trained in the inverse modeling manner. Tejomurtula and Kak (1999) proposed a solution of inverse kinematics concerning a simple two link manipulator (Tejomurtula 1999). It was reported that the proposed neural network method yielded multiple and precise solutions suitable for real-time applications. Xia and Wang proposed a new recurrent neural network called the dual network (Xia, 2001). It was shown that the dual network was capable of asymptotic tracking for the motion control of kinematically redundant manipulators.

Koker et al. proposed a neural network based inverse kinematics solution for a three joints manipulator, in which the designed neural networks gave reliable three angles according to a given position in Cartesian coordinates (Koker 2004). Then, neural networks and genetic algorithms were fused together to solve the inverse kinematics problem of a Stanford robotic manipulator with six-DOFs while minimize the error at the end effector (Koker 2013). Hoang et al. proposed a differential kinematics algorithm to generate omnidirectional walking trajectory of a leg based on backstepping control using Lyapunov stability. Simulation results for walking motion of one leg of the 6LR were shown to prove the effectiveness and applicability of the proposed controller (Hoang 2014). Aggarwal et al. presented a non-conventional technique for solving the inverse kinematics problem using artificial neural networks. A feed forward multi-layer neural network was applied to this research. The inverse kinematic solution for a PUMA 560 robot was developed by training the neural network with the end-effector’s Cartesian co-ordinates and its corresponding joint angles.

As for other types of approaches, Duka designed a feedforward neural network to solve the inverse kinematics problem of a three-link planar manipulator (Duka 2014), and then presented adaptive neuro-fuzzy inference system (ANFIS) that could produce the solution to the inverse kinematics problem for a planar robot, in which the ANFIS learned the mapping between the end-effector’s position/orientation and three joint angles with acceptable accuracy (Duka 2015). Furthermore, Maeda et al. designed a position control scheme for actual robot systems using high dimensional neural networks, in which complex-valued neural network and quaternion neural network learned the inverse kinematics of the robot systems. Two dimensional SCARA robot and three-dimensional robot were well controlled using the inverse kinematics (Maeda 2014).

An expected effect of artificial neural networks in the field of biomedical engineering is to be able to simulate the structure and functionalities of biological neural networks. As introduced above, many researches using neural networks have been conducted to cope with robotic inverse kinematics problem, however, efforts on the improvement of learning efficiency, i.e., weights updating times, have been hardly seen. The main contribution of this chapter is a proposal of a weight updating method. Generally, in making neural networks learn nonlinear relations suitably, desired training set prepared in advance is used. The training set consists of multiple pairs of an input vector and an output one. Each input vector is given to the input layer for forward calculation and the paired output vector is compared with the vector yielded from the output layer. Also, backward calculation means updating the weights using a back propagation algorithm. One cycle consists of one forward calculation and backward one. The time required for the learning process of the neural networks depends on the number of total weights in the neural networks and the one of the input-output pairs in the training set. This chapter describes neural networks with efficient weights update ability in order to effectively learn the inverse kinematics of a leg kit with multi-DOFs (Nagata 2015). In the proposed learning process, after certain number of iteration, input-output pairs having the worse errors are extracted from the original training set and form a new
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