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ABSTRACT

Optimal student performance is integral for successful higher education institutions. The consensus is that big data analytics can be used to identify ways for achieving better student academic performance. This article used support vector machines to predict future student performance in computing and mathematics disciplines based on past scores in computing, mathematics and statistics subjects. Past subjects passed by students were ranked with state of art feature selection techniques in an attempt to identify any connection between good performance in a particular discipline and past subject knowledge. Up to 80% classification accuracy was achieved with support vector machines, demonstrating that this method can be developed to produce recommender or guidance systems for students, however the classification model will still benefit from more training examples. The results from this research reemphasizes the possibility and benefits of using machine learning techniques to improve teaching and learning in higher education institutions.
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INTRODUCTION

Teaching is one of the main goals of Higher Education Institutions (HEIs), and part of the objectives of teaching is guiding students towards specialties that they may thrive in. If a student’s strong areas can be determined from his/her previous performances, it takes us closer to automating the process of guiding students to specialties. Supervised learning techniques may also be used to identify those attributes (performance in certain subjects) that may influence success in a particular specialty. Accurately identifying these attributes and adding significance to ensuring that those students who may want to advance to a particular specialty have a good grasp of its required (previously identified) subjects may increase the likelihood of students’ success in their chosen specialties. This may also be reflected in the design curricula that adequately shows prerequisites or desired knowledge for respective specialties.

Traditional methods that have been used to investigate factors that affect student academic performance involve correlation and regression approaches (Figlio & Kenny, 2007; Myller, Suhonen, 2007; Myller, 2007).
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& Sutinen, 2002; Pritchard & Wilson, 2003), but data mining techniques may also be used for this purpose. Pahwa, Arora and Thakur (2011) succinctly defined data mining as “…efficient discovery of non-obvious information from a large collection of data…” Data mining is becoming an increasingly important tool for knowledge discovery, as there is an exponential increase in the amount of information available. Data mining deals with this information overload by finding patterns or relationships in data that would otherwise be unidentifiable, there by simplifying decision making for policy makers (Govindarajan & Chandrasekaran, 2012).

The use of data mining techniques such as supervised learning to explore educational data in order to improve student performance is an aspect of Educational Data Mining. This research uses a case study from a real higher education institution to determine if machine learning techniques can be used to predict student academic performance.

**LITERATURE REVIEW**

Educational Data Mining (EDM) has been defined as “…scientific inquiry focused on developments of methods for making discoveries with data from educational settings and using those methods to better understand students and the settings which they learn in…” (Baker, 2010). Understanding students through educational data mining can give new insights to ways that can improve student academic performance. Academic success is seen as a critical factor for individual success in contemporary society (Pritchard & Wilson, 2003). If students’ academic performance can be previously predicted, it gives policy makers the opportunity to introduce policies that will improve student academic success rate, thereby increasing the likelihood of successful completion of a higher education degree. Also, creating predictive models that can be used for early identification of weak students who will be at risk is beneficial for reducing failure or dropout rates in higher education institutions (Raju & Schumacker, 2016).

Techniques for predicting student performance have been researched extensively. Historically, correlation and multiple regression are the traditional methods used to investigate the extent to which socioeconomic or psychological factors can positively or negatively affect a student’s academic performance. For example, Figlio and Kenny (2007) have used correlation to investigate the relationship between teacher incentives and student performance. However, machine learning techniques can use these socioeconomic, psychological or other factors to also predict how well a student will perform in a particular subject, thus it is a useful technique that can be used in the design of systems that can provide real time guidance to students.

Although early studies have used regression to investigate factors influencing student performance (Myller et al., 2002; Pritchard & Wilson, 2003), there is still a dearth of research on how effective these models are for Educational Data Mining in higher education institutions (Raju & Schumacker, 2016). Linear regression may perform poorly and sometimes more elaborate classification models perform better than linear regression for student performance prediction (Myller et al., 2002), but in other times the average accuracy of more complex mathematical models like support vector machines or neural networks is not better than linear regression (Huang & Fang, 2013). A comparison of random forests, linear regression, decision trees and neural networks machine learning algorithms for academic analytics showed no difference in the misclassification rate (Raju & Schumacker, 2016), reaffirming the no free lunch theorem (Wolpert & Macready, 1997) that no method is guaranteed to always outperform others. However, machine learning techniques have an advantage over statistical methods like regression, correlation or discriminant analysis as machine learning techniques can identify more complex patterns and predictions with machine learning methods are more accurate when the data is not linearly separable.

Kotsiantis, Pierrakeas and Pintelas (2004) achieved the best results with Naïve Bayes algorithm in one of the earliest studies that used machine learning to predict student performance. Over the years, a number of other supervised learning algorithms, among which include decision trees, support
The Key Role of Interfaces in IT Outsourcing Relationships
www.igi-global.com/article/key-role-interfaces-outsourcing-relationships/62027?camid=4v1a

Description Logic-Based Resource Retrieval
www.igi-global.com/chapter/description-logic-based-resource-retrieval/25160?camid=4v1a