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ABSTRACT

Trolls and bots are often used to alter, disrupt, or even silence legitimate online conversations artificially. Disrupting and corrupting the online civic engagement process creates ethical challenges and undermines social and political structures. Trolls and bots often amplify spurious deceptive content as their activity artificially inflates support for an issue or a public figure, thus creating mass misperception. In addressing this concern, the chapter examines how trolls (humans) and bots (robots that exhibit human-like communication behavior) affect online engagement that perpetuates deception, misinformation, and fake news. In doing so, the chapter reviews the literature on online trolling and chatbots to present a list of research-based recommendations for identifying (deception detection) and reacting (deception suppression) to trolls and bots.

INTRODUCTION

Before all details of Santa Fe shooting in Texas became available to the public, the Internet was already abuzz with various information and misinformation about the shooter, the victims and the speculations of how and why. Less than 20 minutes after the shooter was named, a fake Facebook account was created in his name with images of him wearing a “Hillary 2016” hat (Harwell, 2018; see Figure 1). Similarly, coverage of the Parkland shooting in Florida was also interjected with deceptive content when a video portraying the survivors as “crisis actors” and a #CrisisActors hashtag began trending on social media (Snider, 2018; see Figure 2).

In their examination of Twitter in the aftermath of the Boston marathon bombing, Cassa, Chunara, Mandl and Brownstein (2013) found that social media play a vital role in the early detection and description of emergency situations. During crisis events, the demand for information often overwhelms its supply. People actively seek information and, in the absence of such, settle on anything they can get.
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their hands on. Although a large volume of content is being posted on social media every single moment, not all information is of good quality, relevant or can reach the right audience. Technical affordances of social media contribute to the dissemination of deceptive content, primarily due to social influencers manufacturing public opinion and bots automatically sharing and retweeting information that has not been fact-checked or verified. Given that information on social media is being shared and accessed in real time, the effects of the deception reach can have unpredictable outcomes (Gupta, Lamba, Kumarguru, & Joshi, 2013).

As such, contemporary social media ecology presents a plethora of social, political and economic incentives to develop software robots that can exhibit human-like communication behavior to facilitate information management (Ferrara, Varol, Davis, Menszer, & Flammini, 2016). At the same time, trolls and bots often amplify spurious deceptive content as their activity artificially inflates support for an issue or a public figure thus creating mass misperception. As Ferrara et al. (2016) explained, “The novel challenge brought by bots is the fact that they can give the false impression that some piece of information, regardless of its accuracy, is highly popular and endorsed by many, exerting an influence against which we haven’t yet developed antibodies” (p. 2). This is one of the biggest dangers both trolls and bots present as their ability to “engineer social tampering” (Ferrara et al., 2016, p. 2).

Figure 1. Fake Facebook profile [Twitter screenshot from Chris Sampson @TAPSTRIMEDIA]