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**INTRODUCTION**

Johanna Rutkowska first introduced the concept of the blue pill and the red pill (Rutkowska 2006). The blue pill is a hypervisor-based rootkit that takes control of a victim host computer. A red pill is a software tool designed to detect a blue pill.

A term that is closely related to trusted computing is the attestation concept (Zaidenberg et al. 2015), where a remote host or local software tries to ensure the integrity of the local machine. This concept was also researched by Kennell et al. (2003) in order to establish genuinity of a remote host. (a physical machine running the correct software as opposed to an emulator or a virtual machine or a physical machine running non-genuine software).

Since the introduction of blue pills, many red pills have been designed for their detection; however, more advanced blue pills have been designed to avoid detection.

Today, modern CPUs (such as Intel core iX processors or ARM8 architecture) feature hardware-supported virtualization. Hardware-supported virtualization provides new capabilities to virtual machine and emulators software. Thus, hardware-supported virtualization makes several “red pill” attempts futile. However, hardware-supported virtualization also provides new forensics opportunities and therefore, many new opportunities to create new red pills.

This chapter describes the red pill and blue pill situation on Intel and AMD virtualizations circa 2018 and the eighth generation of core iX CPUs.

**BACKGROUND**

Blue pill technology relies on hypervisor technology. This chapter reviews recent advances in x86 virtualization. These new instruction families enable blue pill and red pill technologies.
Hypervisors and Thin Hypervisors

A hypervisor is a type of computer software designed to run multiple operating systems on the same hardware.

As its name implies, a hypervisor has more permission than the operating system (i.e., the supervisor). Just like the operating system supervises memory and hardware resources for the processes it runs, the hypervisor controls the hardware resources for each operating system.

Hypervisor research started with Popek et al. (1974) who classify hypervisors into two main categories:

1. Type I hypervisors, or boot hypervisors, are hypervisors that the machine starts from the hardware boot. The machine then starts the guest operating system. VMWare ESXi is an example of a modern Type I hypervisor.

2. Type II hypervisors, or hosted hypervisors, are hypervisors that start only after the operating system has started. A modern example for a Type II hypervisor is VMWare Desktop or Oracle Virtual Box.

Regular hypervisors are situated between the hardware and the supervisor (OS), catching interrupts and controlling memory addresses. The hypervisor decides which operating system owns each memory address and which operating system should handle each hardware interrupt.

There is a particular case of hypervisors that do not attempt to run multiple operating systems. Instead, these hypervisors, called “thin hypervisors”, supports running only one operating system on the target hardware. Thin hypervisors act as a microkernel that provides specific services. The thin hypervisor passes the handling of all (or almost all) hardware events and interrupts to a single operating system. It also includes very little memory management and relies on the guest OS memory management system and interrupt handling. Microsoft’s Deviceguard, TrulyProtect hypervisor for protection against reverse engineering (Averbuch et al. 2013) and Execution Whitelisting (Kiperberg et al. 2017) are examples of thin hypervisors. Virtually all blue pills are thin hypervisors.

x86 Virtualization

The x86 architecture, provide virtualization support by platform-specific instructions. Intel architecture and AMD architecture each provide three families of instructions for handling hypervisors. New processor generations optimize these instructions but their structure remains.

The x86 instructions are presented in Table 1.

<table>
<thead>
<tr>
<th>Virtualization instructions</th>
<th>Intel Name</th>
<th>AMD Name</th>
<th>Usages</th>
</tr>
</thead>
<tbody>
<tr>
<td>VT-x</td>
<td>AMD-v</td>
<td>Starting a hypervisor</td>
<td></td>
</tr>
<tr>
<td>SLAT (second-level address translation)</td>
<td>EPT (Extended page tables)</td>
<td>RVI (Rapid virtualization indexing)</td>
<td>Multiple MMUs for multiple operating systems</td>
</tr>
<tr>
<td>IO MMU</td>
<td>VT-d</td>
<td>IOMMU</td>
<td>Assigning IO memory to specific operating systems</td>
</tr>
<tr>
<td>VM data structure</td>
<td>VMCS</td>
<td>VMCB</td>
<td>Holding VM information</td>
</tr>
</tbody>
</table>