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ABSTRACT

Software development has become an essential investment for many organizations. Software engineering practitioners have become more and more concerned about accurately predicting the cost of software products to be developed. Accurate estimates are desired but no model has proved to be successful at effectively and consistently predicting software development cost. This chapter investigates the use of the soft computing approaches in predicting the software development effort. Various statistical and intelligent techniques are employed to estimate software development effort. Further, based on the above-mentioned techniques, ensemble models are developed to forecast software development effort. Two types of ensemble models viz., linear (average) and nonlinear are designed and tested on COCOMO ’81 dataset. Based on the experiments performed on the COCOMO ’81 data, it was observed that the nonlinear ensemble using radial basis function network as arbitrator outperformed all the other ensembles and also the constituent statistical and intelligent techniques. The authors conclude that using soft computing models they can accurately estimate software development effort.

INTRODUCTION

Software development has become an important activity for many modern organizations (Pressman, 1997). In fact the quality, cost, and timeliness of developed software are often crucial determinants of an organization’s success. There are significant financial and strategic implications for development projects in terms of activity scheduling and cost estimation. Software cost estimation is one of the most
critical tasks in managing software projects. Development costs tend to increase with project complexity and hence accurate cost estimates are highly desired during the early stages of development (Wittig and Finnie, 1997). A major problem of the software cost estimation is first obtaining an accurate size estimate of the software to be developed (Kitchenham et al., 2003). An important objective of the software engineering community is to develop useful models that constructively explain the software development life cycle and accurately estimate the cost of software development.

In order to effectively develop software in an increasingly competitive and complex environment, many organizations use software metrics as a part of their project management process. The field concerned with managing software development projects using empirical models is referred to as software project management (Fenton and Pleeger, 1997). Software metrics are aspects of software development (either of the software product itself, or of the development process producing that product) that can be measured. These measurements can be used as variables in models for predicting or estimating some aspects of the development process or product that are of interest.

Estimating development effort and schedule, can include activities such as assessing and predicting system quality, measuring system performance, estimating user satisfaction and in fact any modeling task involving measurable attributes of interest within the software development sphere (Gray, 1999). However, the most researched area has been effort estimation as it carries the greatest promise of benefit for project management. Such models are generally developed using a set of measures that describe the software development process, product and resources—such as developer experience, system size, complexity, and the characteristics of the development environment respectively. The output of the model is usually some measure of effort in terms of person hours (months or years).

There are many models and tools used in software cost estimation that provide invaluable information regarding efforts and expenditure to the management to bid for a project (Kitchenham et al., 2003). The most commonly used methods for predicting software development effort have been based on linear-least-squares regression such as COCOMO (Fenton and Pleeger, 1997; Pressman, 1997). As such, the models have been extremely susceptible to local variations in data points (Miyazaki et al., 1994). Additionally, the models have failed to deal with implicit nonlinearities and interactions between the characteristics of the project and effort (Gray, 1999).

In recent years, a number of alternative modeling techniques have been proposed. Existing data sets have their performance examined with some success including those in Gray and MacDonell (1997). Alternative models include artificial neural networks, analogy based reasoning, regression trees and rule induction models. Gray and MacDonell (1997) applied fuzzy logic to software metric models for development effort estimation. They outlined the use of fuzzy logic for defining software metrics as linguistic variables and for modeling processes. They made comparison of results obtained from an elementary fuzzy inference system with other techniques such as linear regression and neural network techniques and found that it outperformed them well. Gray (1999) presented several different predictive model-building techniques such as robust statistical procedures, various forms of neural network models, fuzzy logic, case-based reasoning and regression trees. He also described a simulation-based study on the performance of these empirical modeling techniques using size and effort software metric dataset and observed that M-estimation regression outperformed all other parametric and non-parametric techniques. Xu and Khoshgoftaar (2004) presented an innovative fuzzy identification software cost estimation modeling technique, which is an advanced fuzzy logic technique that integrates fuzzy clustering, space projection, fuzzy inference and defuzzification. Based upon their case study on the COCOMO’81 database it was observed that the fuzzy identification model provided significantly better cost estimations.
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