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ABSTRACT

Intrusion Detection Systems (IDSs) are widely deployed with increasing of unauthorized activities and attacks. However they often overload security managers by triggering thousands of alerts per day. And up to 99% of these alerts are false positives (i.e. alerts that are triggered incorrectly by benign events). This makes it extremely difficult for managers to correctly analyze security state and react to attacks. In this chapter the authors describe a novel system for reducing false positives in intrusion detection, which is called ODARM (an Outlier Detection-Based Alert Reduction Model). Their model based on a new data mining technique, outlier detection that needs no labeled training data, no domain knowledge and little human assistance. The main idea of their method is using frequent attribute values mined from historical alerts as the features of false positives, and then filtering false alerts by the score calculated based on these features. In order to filter alerts in real time, they also design a two-phrase framework that consists of the learning phrase and the online filtering phrase. Now they have finished the prototype implementation of our model. And through the experiments on DARPA 2000, they have proved that their model can effectively reduce false positives in IDS alerts. And on real-world dataset, their model has even higher reduction rate.

INTRODUCTION

With increasing of unauthorized activities and attacks, intrusion detection systems (IDS) have been widely deployed during the last decade, and their value as security components has been demonstrated. But this technique still has some problems. For example, practitioners and researchers have observed...
that IDS can easily trigger thousands of alerts per day, up to 99% of which are false positives (i.e. alerts that are triggered incorrectly by benign events) (Julisch & Dacier, 2002). This flood of mostly false alerts has made it very difficult for managers to analyze security state. Moreover the reactions to dangerous attacks are often delayed, because the alerts for them are hidden in huge amounts of trivial ones and are often neglected. So how to reduce false positives is an important problem needing researchers pay more attentions to.

Now one popular solution to this problem is using certain algorithms (e.g. machine learning or statistical algorithms) to identify true alerts and filter false ones from raw data. Some related methods have been proposed, such as classification-based method, root cause analysis-based method and so on, but most of these methods have three limitations. Firstly, they usually need a lot of labeled training data or domain knowledge to build their alert reduction model. However these data are often difficult to obtain. Secondly, most of them are off-line model which will delay the reaction to attacks. Thirdly, most of them can not adapt to new situations. In this chapter we proposed a novel method, which hasn’t above limitations. It is based on a new data mining technique, outlier detection. This technique has been successfully applied in many fields (e.g. fraud detection, weather prediction), but has not been used to reduce false positives.

In order to filter IDS alerts better, we have designed a special outlier detection algorithm for this field, i.e. an improved frequent pattern-based outlier detection algorithm. It assigns each alert an outlier score, which indicates how abnormal the alert is. The score is calculated based on how many frequent attribute values the alert contains. Usually the more frequent patterns an alert has, the higher its score is, and the more likely it is a false positive. In order to filter alerts in real time, we also design a two-phrase framework. In the learning phrase, we build the feature set of false positives and calculate the threshold of true alerts based on this set. Then in the online filtering phrase, we compare the outlier score of each newcome alerts with this threshold so as to determine whether it is false positive or not. And the feature set is automatically updated so as to keep its accuracy. Based on above algorithm and framework, we have built a new alert reduction system named ODARM (an Outlier Detection-Based Alert Reduction Model). And we have validated ODARM by experiments on both DARPA 2000 dataset and real-world data. The results on DARPA 2000 show that when 86% of alerts have been filtered by our model, 100% of true alerts still remain. And on real-world dataset ORARM has even higher reduction rate.

The rest of this chapter is organized as follows. The next section discusses related work. The section “Outlier Detection-Based Alert Reduction” introduces the design of our outlier detection-based alert reduction system. The next section presents our experiments and gives detailed analysis of the final result. The last section concludes the chapter and introduces the future work.

RELATED WORK

Related work towards alert reduction technique, which aims at identifying and reducing IDS alerts, is described in the first section. And then the next section reviews current outlier detection algorithms.

Alert Reduction

There is still not so much work on identifying and reducing IDS alerts. Current methods can be divided into three categories, which are described as follows:
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