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ABSTRACT

Most existing object-based image retrieval systems are based on single object matching, with its main limitation being that one individual image region (object) can hardly represent the user’s retrieval target, especially when more than one object of interest is involved in the retrieval. Integrated Region Matching (IRM) has been used to improve the retrieval accuracy by evaluating the overall similarity between images and incorporating the properties of all the regions in the images. However, IRM does not take the user’s preferred regions into account and has undesirable time complexity. In this article, we present a Feedback-based Image Clustering and Retrieval Framework (FIRM) using a novel image clustering algorithm and integrating it with Integrated Region Matching (IRM) and Relevance Feedback (RF). The performance of the system is evaluated on a large image database, demonstrating the effectiveness of our framework in catching users’ retrieval interests in object-based image retrieval.
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INTRODUCTION

Object-based image retrieval has recently become an important research issue in retrieving images on the basis of the underlying semantics of images. Within the context of object-based image retrieval, the semantic content of an image is represented by one or more of the objects present in that image, where object-based features are used to describe the user’s perceived content of that image. However, two critical issues exist in existing object-based image retrieval systems. First, most existing systems retrieve images according to a single
object/segment of a user’s interest, which cannot meet the requirement of those user queries where more than one object-of-interest is involved. In addition, image segmentation, known as an extremely difficult process, may produce inaccurate segmentation resulting from over-segmentation and/or under-segmentation. Consequently, the inaccurate segments may negatively affect the image retrieval results. Secondly, most existing systems require a complex user interface which is capable of displaying all the segments (regions) of a query image so that users can choose desirable query region(s) from these segments. Such an interface can be cumbersome and confusing, mostly due to the inaccurate segmentation results by over- and under-segmentation, but also partly due to the fact that there are usually 7~8 segments/objects on average in each image.

Integrated Region Matching (IRM) (Carson, Thomas, & Belongie, 1999) has been proposed to alleviate the above two problems to some degree. IRM measures overall similarity between two images with the following two advantages. First, IRM effectively reduces the side effect of inaccurate segmentation by incorporating properties of all the regions in the images into one region matching scheme. Moreover, unlike other existing object-based image retrieval systems, IRM does not require a complex user interface to display all the segments/objects in the query image because IRM adopts an overall image-to-image similarity measure based on the similarity of two sets of objects/segments. Therefore, users only need to specify a query image without having to specify particular objects of interest through a complex user interface. However, several challenges remain in IRM, including: (1) how to efficiently index and search in a large-scale image segment/object database, and (2) how to bridge the “semantic gap” between low level object features and high level perceptions of image content consisting of a set of objects. As an unsupervised similarity measure, the original IRM ranks the retrieved images based on the overall similarity between two sets of image segments without any input of user guidance/knowledge, where the significance of each image segment is fully determined by low level object features such as region/object size. The significance score is then used to calculate the pair-wise segment similarity score between a segment of the query image and a segment from an image in the database. The overall similarity score is the sum of pair-wise segment similarity scores between two images. However, this matching scheme failed to capture the user’s preferences such as the relative importance of certain objects according to the user’s subjective perception, and a selected few regions that form the profile of the user’s search interest in a query image. In other words, the original IRM scheme does not reflect the relative importance of individual regions/objects in the query image according to the user’s own preferences. This article aims to design an object-based image clustering and retrieval framework with feedback-based integrated region matching to address the challenges aforementioned.

In order to support integrated region-based image retrieval, we need to divide each image into several semantic regions. Instead of viewing each image as a whole, we examine integrated region similarity during image retrieval. However, this further increases the search space by a factor of 7~8 when compared with single-region based image retrieval which is already one magnitude more complex than non-object based image retrieval. Clustering is a process of grouping a set of physical or abstract objects into classes based on some similarity criteria. In this study, objects correspond to image regions. Given the huge amount of regions/segments in this problem, we first preprocess image regions by grouping them into clusters. In this way the search space can be reduced to a few clusters that are relevant to the regions/objects in the query image. K-means is a traditional clustering method and has been widely used in image clustering. However, it is incapable of finding non-convex clusters and tends to fall into local optimum especially when the number of data objects is large. In contrast, Genetic Algorithm is known for its robustness and ability to approximate global optimum. In
Use of the Frame Synchronization Technique to Improve the Visualization Reality on the Web
www.igi-global.com/chapter/use-frame-synchronization-technique-improve/8631?camid=4v1a

Indexing Musical Sequences in Large Datasets Using Relational Databases
www.igi-global.com/article/indexing-musical-sequences-in-large-datasets-using-relational-databases/130336?camid=4v1a

Multimedia Dictionary and Synthesis of Sign Language
www.igi-global.com/chapter/multimedia-dictionary-synthesis-sign-language/8128?camid=4v1a