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ABSTRACT

In this paper, the authors employed machine learning techniques, specifically, Back propagation trained neural network (BPNN), Group method of data handling (GMDH), Counter propagation neural network (CPNN), Dynamic evolving neuro–fuzzy inference system (DENFIS), Genetic Programming (GP), TreeNet, statistical multiple linear regression (MLR), and multivariate adaptive regression splines (MARS), to accurately forecast software reliability. Their effectiveness is demonstrated on three datasets taken from literature, where performance is compared in terms of normalized root mean square error (NRMSE) obtained in the test set. From rigorous experiments conducted, it was observed that GP outperformed all techniques in all datasets, with GMDH coming a close second.
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INTRODUCTION

Software reliability engineering has become a vital skill for both the software manager and software engineer. The software engineering knowledge is also important to managers and engineers of software oriented products and to users of the products. The primary objective of software reliability engineering is to help the engineer, manager, or users to make more precise decisions. The secondary objective is to make everyone more concretely aware of software reliability by focusing attention on it. Better decisions can save money on a project or during the life cycle of a piece of software in many ways. In general, the total savings can be more than 10 times greater than the cost of applying these ideas (Musa, 1998).

Reliability is probably the most important of the characteristics inherent in the concept “software quality”. Software reliability is defined as the probability that the software will work without failure for a specified period of time (Musa, 1998). Software reliability is an
important factor which is related to defects and faults. It differs from hardware reliability in that it reflects the design perfection, rather than manufacturing perfection. The principal factors that affect software reliability are (i) fault introduction (ii) fault removal and (iii) the environment. Fault introduction depends primarily on the characteristics of the product and the development process. The characteristics of development process include software engineering technologies and tools used the level of experience of the personnel, volatility of requirements, and other factors. Failure discovery, in turn, depends on the extent to which the software has been executed and the operational profile. Because some of the foregoing factors are probabilistic in nature and operate over time, software reliability models have generally been formulated in terms of random processes in execution time.

In the past few years much research work has been carried out in software reliability and forecasting but no single model could capture software characteristics.

In this paper, we investigate the performance of some of the well known machine learning techniques in predicting software reliability. The rest of the paper is organized as follows. In Literature review section, a brief review of the works carried out in area of software reliability prediction is presented. In the next section, the various stand-alone machine learning techniques applied in this paper are briefly described. In the next section, the experimental design followed in this paper is presented. It is followed by a section that discusses the results obtained. Finally, the last section concludes the paper.

**LITERATURE SURVEY**

Given the importance of software reliability in software engineering, its prediction becomes a very crucial issue. Machine learning and soft computing techniques have been dominating the statistical techniques in last two decades as far as their applications to software engineering are concerned. The most recent state-of-the-art review, by Mohanty et al. (2010), justifies this assertion. Cai et al. (1991) presented a review on software reliability modeling. The review discussed different types of probabilistic software reliability models and their shortcomings. Then, Karunanithi et al. (1991) employed the BPNN to predict the software reliability and found that the NN models were consistent in prediction and their performance is comparable to that of other parametric models. Later, Karunanithi et al. (1992b) predicted software reliability using a new connectionist approach which offers easy construction of complex models and estimation of parameters as well as good adaptability for different dataset. They used dataset collected from different software systems to compare the models. Based on the experiments, they found that the scaled representation of input–output variables provided better accuracy than the binary coded (or grey coded) representation. The experimental result obtained by them showed that the connectionist networks had less end point prediction errors than parametric models. Thereafter, Karunanithi et al. (1992a) presented a solution to the scaling problems in which they used a clipped linear unit in the output layer. The NN could predict positive values in any unbounded range with a clipped linear unit. They used different types of analytical models such as logarithmic model, inverse-polynomial, power model, delay S-shaped and exponential model. Among the models, the Jordan network model exhibits a better accuracy than the feed forward model. Khoshgoftaar et al. (1992) explored the use of NN for predicting the number of faults in a program. They used static reliability modeling and compared its performances with that of regression models. They used dataset obtained from Ada development environment for the command control of a military data line communication system. They found that the absolute relative error of NN is less compared to regression model.

Then, Khoshgoftaar and Szabo (1994) used the principal component analysis (PCA) on NN for improving predictive quality. They used regression modeling and NN modeling
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