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Abstract

Pattern-Aided Simulated Interaction Context Learning Experiment (POPSICLE) Agent Simulator began as a sample project in object-oriented agent programming, but quickly grew into a complete framework for the simulation of agent behavior based upon an associative memory model. The system began its implementation as a Java 2 (J2SE 1.4) application, but was later migrated to a Java 5 application (J2SE 1.5) to utilize the type-safe collections and enumerated types that became available in the latest Java version. Various design patterns were employed in the development; the most predominate being the Model/Controller/View (MCV) architecture. As we will see later, the system also relies heavily on delegation and observers.
Introduction

In this section, we overview the key notions in the agent model, as implemented in this project, followed by a description of the simulator.

The system simulates the behavior of autonomous agents in a two-dimensional world (grid) of cells, which may include cells the agent is free to move into or walls that block movement. The goal of an agent is to satisfy specific user-defined drives, such as hunger, thirst, and so forth. An agent may have any number of drives, but only one is active at any given point in time. Additionally, the user populates select world cells with drive satisfiers that are used to satisfy the active drive of any agent entering the cell. In other words, when an agent moves into a cell containing a drive satisfier, the drive is only satisfied if it is the agent’s active drive.

In the beginning, the agents navigate around the world using a user-defined inherent schema, which is a short series of moves the agent will make by default. Gradually, an agent builds up an internal associative memory table as it explores the environment in search of drive satisfiers. As the agent moves in search of a drive satisfier, observations are made and recorded in the emotional context of the active drive. Once a drive has been satisfied, the recorded observations (leading to drive satisfaction) are recoded in the agent’s associative memory table. As the agent continues to explore the world, other drives may become active, leading to new observations in new contexts. As the agent continues to build a model of the world in relationship to its drives, the agent will begin to use its associative memory to plan a route to the drive satisfier.

The agent uses current observations to derive expectations from the associative memory table. When a matching observation is found in the table, the agent temporarily abandons its inherent schema and uses the expectation to execute the next series of moves. If the observations made during this next series of moves match another observation in the table, the process continues until the drive satisfier is reached. If at any time, a subsequent observation does not match the expectation the agent records a surprise and returns to its inherent schema to continue exploration—all the while, continuing to make new observations. Additionally, if the agent cannot make a move because a path is blocked by a wall or world boundary, the agent registers this as pain, skips the move, and continues execution of schema or expectation.

Interface

Before delving too deeply into the internals of the system, let us look at the system from a users point of view. Figure 1 shows the four main interface areas in one