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ABSTRACT
In the last few years, growing attention has been given to strategies for feature and sensor selection in multi-sensor systems for machine olfaction. The two main approaches consist of selecting the features extracted from the sensor response to be used to build a multivariate model, or selecting an optimal subset of factors; for example, principal components or latent variables. Selecting from the full set of features is challenging because there is considerable overlapping among them. Furthermore, features are affected by noise. However, methods based on selected features are interesting because the variables chosen carry direct and relevant chemical information; i.e., response time is connected to chemical kinetics. Therefore, these methods are expected to be robust toward the experimental conditions of each specific application. Unlike feature selection, factor selection uses the full set of variables, including noisy variables, to compute the factors before selecting from among them. The selection of an optimal subset of factors is not necessarily straightforward because the magnitude of an eigenvalue is not always a measure of its significance for the calibration.
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Several variable selection methods have been reported as useful (Blum & Langely 1997, Guyon et al. 2006, Naes & Martens 1998, Sun 1995). These include deterministic methods such as forward or backward selection methods, correlated principal component regression analysis of weights resulting from multiple linear regression, branch and bound regression, and stochastic methods such as generalized simulated annealing or genetic algorithms. In most machine olfaction applications, it is usually out of the question to make an exhaustive search because it is a very time-consuming process, given the large number of variables to be considered for selection. Deterministic methods are, most of the times, greedy methods in which, once a choice has been made, e.g. the selection or elimination of a variable, this decision is never reconsidered. Such techniques can make a good selection with relatively few operations but can get easily trapped in a local optimum of the search space. Unlike deterministic methods, stochastic methods such as simulated annealing or genetic algorithms are more likely to find a global optimum in reasonable computational time. In the case of stochastic methods, the next point to be explored in a solution space is chosen by stochastic rather than deterministic rules, and no assumptions about the characteristics of the problem to be solved are needed. Therefore, they are normally more generally applicable. Although stochastic methods are useful for selecting features, it has been shown (Jouan-Rimbaud, Massart, & Noord 1996, Llobet et al. 2004) that the solution found should be investigated carefully because these algorithms do not prevent meaningless features, such as random non-relevant variables, from being selected.

In this context, the main objective of this chapter is to provide the reader with a thorough review of feature or sensor selection for machine olfaction. The organization of the chapter is as follows. First the ‘curse of dimensionality’ and the need for variable selection in gas sensor and direct mass spectrometry based artificial olfaction is discussed. A critical review of the different techniques employed for reducing dimensionality follows. Then, examples taken from the literature showing how these techniques have actually been employed in machine olfaction applications are reviewed and discussed. This is followed by a section devoted to sensor selection and array optimization. The chapter ends with some conclusions drawn from the results presented and a visionary look toward the future in terms of how the field may evolve.

INTRODUCTION

Machine olfaction applications would greatly benefit from gas sensors with high sensitivity and specificity or selectivity to target analytes, low cross-sensitivity to interfering species, fast response and full reversibility of the detection mechanism.
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