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Cost control has become the motto for most business entities today. Information Systems departments are acutely aware of the need to manage their resources in a cost-effective manner. Consequently, efforts are underway to develop reliable metrics for measuring the size and complexity of software development projects. These metrics would then enable IS managers to effectively manage their portfolio of IS development projects by making optimum resource allocation decisions. Function Points represent one such metric which has gained much acceptance in the IS community. This study is an extension of previous studies which have examined the reliability of the function point metric. Specifically, the major components of Total Unadjusted Function Points (TUFPC) variability were determined and their relative significance was assessed. Students in a major Midwestern university were trained to estimate function points using Dreger’s rules for counting function points. The results indicate that in order to minimize errors in TUFPC estimates, function point counters must focus on identifying the appropriate number of function points. The classification of functions into appropriate classes or the assignment of appropriate complexity weights did not appear to significantly influence the accuracy of TUFPC estimates. The study concludes with recommendations for practitioners as well as future research in this area.
gies and industries, consequently, they provide a poor basis for external benchmarking of productivity and quality.

The only widely accepted software metric that provides a comprehensive measure is function points. Function points, developed by Albrecht (Albrecht, 1979; Albrecht and Gaffney, 1983), estimate software size based on the functions delivered to users quantified in the form of outputs, inputs, queries, files, and interfaces to other systems. As such, function points provide a measure from the users’ perspective; i.e., what users actually see of an information system. Because the user interface is designed earlier in the system development life cycle than actual programs, function points can be calculated earlier than other metrics such as lines of code, thus providing better estimates of project cost and completion times (Strehlo, 1993; Verner and Tate, 1992). Because the user interface does not depend on any underlying technology or specific type of application, function points provide a measure that can compare productivity of IS personnel and quality of systems across technologies, applications, and industries (Grupe and Clevenger, 1991; Kemerer and Porter, 1992; Kemerer, 1993).

Function points are growing in acceptance. In 1986, the International Function Point User Group (IFPUG) was established. It grew to over 600 members by 1994. Today, IFPUG is active in countries including Australia, Canada, France, Germany, Italy, and the UK. IFPUG is actively involved in training and certifying practitioners to count, use, and manage function points within their organizations (Ibbba and Longstreet, 1995). In addition to IFPUG, a number of consulting firms specialize in function point metrics. At a recent conference in Rome, Capers Jones, President of Software Productivity Research, presented results from an analysis of function points for over 6000 projects representing many industry sectors. In addition, function points have also been used as evidence of vendor incompetency in courtrooms in the U.S. and Canada (Jones, 1996). Despite the growing acceptance of function points, the reliability of the function points metric has been questioned (Tate and Verner, 1991; Valett and McGarry, 1989). In addition, political resistance from technical staff can sabotage measures (Jones, 1996). These two issues are discussed below.

The reliability issue resulted from research that shows a low inter-rater reliability, i.e., two individuals may arrive at different function point counts for the same systems. Prior research has focused on ways to improve function point reliability by simplifying the metric, or by determining the sources of function point variance, so that function point counters can be better trained (Jones, 1996). Low and Jeffery (1990) conducted an experiment in which experienced function point counters estimated the number of function points for two systems. They found that function complexity and file counting rules provided the greatest sources of variation. Kemerer and Porter (1992) surveyed function point counters to determine their error rates in identifying or classifying functions as defined by the Counting Practices Manual (CPM) function point counting rules. Based on their survey results, which indicated nine sources of errors, they conducted three case studies to determine which of the nine errors cause the most fluctuation in function point counts. They found that failure to follow the rules for counting menus and interface files were the greatest sources of variation.

Our contribution to the field of function points is to address the reliability and political resistance issue with a possible low cost solution. We believe that end users can be trained to count function points. The solution is low cost because once trained, end users can count function points instead of recruiting highly paid IS professionals or external consultants. The political resistance issue would be addressed because when function points are counted by end users, the metric is not used to measure end user productivity or quality of work. Furthermore, end users will gain valuable insights into the actual size and quality of their systems, as well as the productivity of their IS staff.

We address the reliability issue by decomposing errors in function point counts into three components - errors in identification of functions, errors in classification of functions, and errors in weighing of functions. We then assess which of these components has the most influence on the final function point count. Our results indicate that identification errors have the most significant influence on the accuracy of TUFFP estimates. This suggests that training should be targeted such that end users understand exactly what constitutes a function, so that they can identify the correct number of functions in their systems. Classifying and weighing of