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ABSTRACT

Modified Lagrangian bounds and a greedy heuristic are proposed for many-to-many assignment problems taking into account capacity limits for tasks and agents. A feasible solution recovered by the heuristic is used to speed up the subgradient technique to solve the modified Lagrangian dual. A numerical study is presented to compare the quality of the bounds and to demonstrate the efficiency of the overall approach.

INTRODUCTION

We examine in this chapter some new Lagrangian heuristics for an important combinatorial optimization problem, a generalized assignment problem. The classical assignment problem involves profit-maximizing assignment of each task to exactly one agent with each agent being assigned to at most one task (a one-to-one assignment). In the generalized assignment problems capacity limits for agents and/or tasks are recognized allowing one-to-many or many-to-many assignment.

To our knowledge, the first generalized assignment problem was studied by De Maio and Roveda (1971). They consider a transportation problem where each demand point must be supplied by exactly one supply point. Here the agents are the supply points and the tasks are the demand points. The requirements of the demand points do not depend on the particular supply point that supplies it, i.e., the requirements are agent-independent. This model was further developed by Srinivasan and Thompson (1972). They made the requirements agent-dependent and are the first ones to propose the model that is known today as the generalized assignment problem. The term generalized assign-
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The real-life applications of the assignment models frequently involve large number of tasks and/or agents thus resulting in large-scale optimization problems. However, most large-scale optimization problems exhibit a structure that can be exploited to construct efficient solution techniques. In one of the most general and common forms of a structure the constraints of the problem can be divided into “easy” and “complicated”. In other words, the problem would be an “easy” problem if the complicating constraints could be removed. For example, removing agent constraints in the assignment problems results in independent subproblems corresponding to tasks.

A well-known way to exploit this structure is to form a Lagrangian relaxation with respect to complicating constraints. That is, the complicating constraints are relaxed and a penalty term is added to the objective function to discourage their violation. The optimal value of the Lagrangian problem, considered for fixed multipliers, provides an upper bound (for maximization problem) for the original optimal objective. The problem of finding the best, i.e. bound minimizing Lagrange multipliers, is called the Lagrangian dual. Lagrangian bounds are widely used as a core of many numerical techniques for integer and combinatorial problems, as well as to measure the progress of the main algorithm and derive stopping criteria. In many approximate and heuristic approaches Lagrangian solution is used as a starting or a reference point to construct the algorithm. The literature on Lagrangian relaxation is quite extensive, see, e.g. Lemarechal (2007), Frangioni (2005) and the references therein.

Frequently a complex system can be represented as a number of coupled subsystems. Accordingly, all constraints can be divided into binding and block ones, such that dualizing binding constraints results in a decomposable Lagrangian problem. In many cases there are different ways to specify subsystems thus resulting in different decomposable Lagrangian problems for the same original problem. For example, in different variations on the assignment problem we may consider either tasks or agent’s constraints as binding ones. Similar properties have routing problems, production scheduling, location problems, to mention a few (Lasdon, 2002).

An approach to improve classical Lagrangian bound was proposed in Litvinchev (2007) and further developed in Litvinchev, Rangel & Saucedo (2010). The main idea of this approach is to get a tighter estimation of the penalty (complementarity) term arising in the classical Lagrangian function. It is well known that under certain convexity and regularity conditions the penalty turns to zero for the optimal primal-dual pair (complementarity condition). However, for nonconvex (integer) problems the complementarity condition is not necessarily fulfilled. An auxiliary optimization problem is used to estimate the penalty term and to
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