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ABSTRACT

Cloud computing refers to both the applications delivered as services over the Internet and the hardware and systems software in the datacenters that provide those services. Failures of any type are common in current datacenters, partly due to the number of nodes. Fault tolerance has become a major task for computer engineers and software developers because the occurrence of faults increases the cost of using resources and to meet the user expectations, the most fundamental user expectation is, of course, that his or her application correctly finishes independent of faults in the node. This paper proposes a fault tolerant architecture to Cloud Computing that uses an adaptive Checkpoint mechanism to assure that a task running can correctly finish in spite of faults in the nodes in which it is running. The proposed fault tolerant architecture is simultaneously transparent and scalable.

1. INTRODUCTION

Cloud computing can be defined as a new style of computing in which dynamically scalable and often virtualized resources are provided as a services over the Internet. Cloud computing has become a significant technology trend, and many experts expect that cloud computing will reshape information technology (IT) processes and the IT marketplace. With the cloud computing technology, users use a variety of devices, including PCs, laptops, smartphones, and PDAs to access programs, storage, and application-development platforms over the Internet, via services offered by cloud computing providers. Advantages of the
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cloud computing technology include cost savings, high availability, and easy scalability (Borko & Armando, 2010).

With the development of virtualization technology, more and more companies are using virtual machines to improve the utilization of resources. In a cloud computing environment, companies may purchase computing and storage capability from cloud providers, such as Amazon EC2, and then use the purchased resources to provide services, such as web application services, to users. Technically, Amazon EC2 (Kaushal & Anju, 2011) assigns virtual machines to those companies which deploy the application instances on those VMs. It is expected that many instances of the same application can run on different virtual machines in the same cloud environment (http://aws.amazon.com/ec2/).

Cloud computing refers to both the applications delivered as services over the Internet and the hardware and systems software in the datacenters that provide those services. The services themselves have long been referred to as Software as a Service (SaaS), so we use that term. The datacenter hardware and software is what we will call a Cloud (Armbrust et al., 2009).

For cloud service, two issues are of great importance, the reliability and the performance of cloud service. Cloud service reliability is concerned with how probable that the cloud can successfully provide the service requested by users. Cloud service performance, on the other hand, is concerned with how fast the cloud can provide the requested service.

As a rule of thumb, all computer engineers know that when a computer system becomes more complex, the system’s susceptibility to faults increases. Such rule is fully applicable to Cloud Computing.

Failures of any type are common in current datacenters, partly due to the number of nodes. In spite of the quality improvement in each single component of the nodes, one may argue that, as certain as the sun will rise tomorrow, any component will suffer some kind of failure: a disk can break down or a link can fail anytime, and this can lead to computation time wasting when executing medium and long-running tasks and the crash occurs before finishing the task execution. For instance, if a task that takes 24 hours is executing in a node, and this node crashes 5 minutes before the task execution ends, almost one day of execution will be wasted (Goiri et al., 2010).

Dealing with fault tolerance has become a major task for computer engineers and software developers because the occurrence of faults increases the cost of using resources. However, the inclusion of fault tolerance in a system increases the complexity of such system from the user point of view.

In this paper, we proposed a fault tolerant architecture to Cloud Computing that uses a Checkpoint mechanism to assure that a task running can correctly finish in spite of faults in the nodes in which it is running. This mechanism records the system state periodically to establish recovery points. Upon a node crash, the last checkpoint can be restored, and task execution can be resumed from that point. In the development of such architecture, we assumed that, in order to attend the user expectations, the first user expectation is, of course, that his/her application correctly finishes independent of faults in the node. This is obviously the main obligation of any fault-tolerant architecture for Cloud Computing and demands no further discussion. The next requirement is that the fault-tolerant architecture must be easy to use. A fault-tolerant architecture for Cloud Computing must simultaneously be transparent, and scalable.

The rest of this paper is organized as follows. Section 2, the Checkpoint mechanism is presented. In Section 3 we summarize important related works in Cloud Computing. Section 4 presents our fault tolerant architecture, Section 5 shows experiments and Section 6 concludes the paper.