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ABSTRACT

In this paper, the moral theory ethics of care – EoC – is investigated and connected to care robots. The aim is twofold: first, to provide a plausible and ethically relevant interpretation of the key term care in EoC (which is, it is argued, slightly different from the everyday use of the term) indicating that we should distinguish between “natural care” and “ethical care”. The second aim is to discuss whether EoC may be a suitable theory to implement in care robots. The conclusion is that EoC may be a theory that is suitable for robots in health care settings.
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INTRODUCTION

With the emergence of more advanced and autonomous robots, there is a need to ensure that future robots behave “ethically” or morally right; that when they stand in front of a decision with moral impacts, there are some sort of internal guidelines or restrictions that make sure that they do not engage in immoral behavior. There is no clear answer to what ethical – or immoral – behavior is; there are several moral theories attempting to provide criteria for the morally right action: utilitarianism, according to which the consequences of actions should maximize well-being or utility, or deontology, or virtue ethics, to mention a few. Which theory should be implemented in an advanced robot? And should there even be a moral theory programmed into it?

These questions are examples of topics in technoethics. Technoethics is an interdisciplinary research area concerned with ethical aspects of technology in society, “dealing with the human processes and practices connected to technology which are embedded within social, political, and moral spheres of life” (Luppicini & Adell 2008). It is highly important to discuss ethical issues connected to technology with autonomous elements, and this paper is an effort to do this.

In the discussion surrounding robots and ethics, there are two different approaches: the top-down method, and the bottom-up – where the robot would learn the desired behavior as it goes along, much like a child learns morality – and hybrid variants. To program a moral theory such as utilitarianism – or Asimov’s laws for robots – would be examples of the top-down method. The theories usually discussed for programming ethical behavior into robots have been utilitarianism (Grau, 2011) and deontology (Beavers, forthcoming), and there has been a more general focus, on some generic “advanced robot” rather than robots in a certain area, such as robots in war, healthcare or airport security.
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In this paper, the normative theory ethics of care – EoC – will be investigated and connected to robots. This theory has not previously been given much attention in terms of robots. Aimee van Wynsberghe (2012) may be the first to connect EoC to the design of robots. Her focus regarding robots, as well as the focus in this paper, is on robots in health care (care robots), which poses different ethical questions, compared to that of robots in war, for instance: “[care robots] require rigorous ethical reflection to ensure their design and introduction do not impede the promotion of values and the dignity of patients at such a vulnerable and sensitive time in their lives… [there] are no universal guidelines or standards for the design of robots outside the factory.” (van Wynsberghe, 2012)

Van Wynsberghe suggests that an ethics of care, combined with Care sensitive value sensitive design¹, should determine how care robots are be designed. “The care centered framework and CVSD methodology both pay tribute to the central thesis in care ethics, namely that the care perspective provides an orientation from which to begin theorizing as opposed to a pre-packaged ethical theory.” (van Wynsberghe, 2012)

Van Wynsberghe discusses the robots of today or the near future², while my discussion is intended to be relevant also for future robots in possession of more autonomy. One reason for this is an idea on how the key concept “care” should be interpreted when used in an ethical theory such as EoC. That is, it is important to distinguish between “care” in a wider sense, as the word is used in daily parlance, and “care” as a value for guiding moral action. An important challenge will arise when we need to design robots that are able to make decisions that have ethical implications such as needing to choose which patient to help first; a scenario that might not be too far off in the future. Therefore it is important to be precise when discussing and defining the key concept of care as it is and should be used in a normative theory such as EoC.

EoC has different versions, which makes it difficult to pin down, and this paper is a contribution to how “care” should be understood in an ethical, rather than a natural sense. The conclusion is that EoC may be a suitable theory to implement in advanced care robots.

Ethics and Design in Care Robots

Van Wynsberghe discusses the term care, which according to her can be valued as something above and beyond simple care giving tasks. Following Tronto, she argues that “to care” may be divided into the idea of caring about (implying “a mental capacity or subjective state of concern”) and caring for (implying “an activity for safeguarding the interests of the patient”) and that good care require a “marriage” between these two concepts, and a recognition of the holistic nature of care.³

This seems to be good – perhaps crucial – basis for designing a care robot which humans will be comfortable around. But the focus in this paper is, as already mentioned, the robot’s ability to make decisions with moral implications, not simply lifting, bathing and feeding in a manner that is comfortable for the care receiver. This is of course a prerequisite for a care robot, and something that will support my conclusion that it is the needs of the care receiver that are important. However, the focus in this paper is on the ethical aspects of decisions with moral implications, and how EoC might work in that area.

All versions of EoC put “care” as a basic moral value, which should guide moral action. Van Wynsberghe argues, however, that one might see care as an umbrella concept, under which there are many other values which are important for proper care. She looks at values articulated by the World Health Organization (WHO), stemming from the patient’s perspective; patient safety, patient satisfaction, responsiveness to care, human dignity, physical wellbeing and psychological wellbeing. But she points out that without an understanding of the specific context or the individual characteristics of a patient, these values do not tell the engineer much concerning how the value may be embedded in a care robot prototype. For example, in a ward with people suffering from dementia, safety may be a matter of not letting patients wonder onto the streets, or preventing...